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Abstract

Non-destructive detection of photonic qubits is an enabling technology for quantum information

processing and quantum communication. For practical applications such as quantum repeaters and

networks, it is desirable to implement such detection in a way that allows some form of multi-

plexing as well as easy integration with other components such as solid-state quantum memories.

Here we propose an approach to non-destructive photonic qubit detection that promises to have

all the mentioned features. Mediated by an impurity-doped crystal, a signal photon in an arbitrary

time-bin qubit state modulates the phase of an intense probe pulse that is stored during the inter-

action. Using a thulium-doped waveguide in LiNbO3, we perform a proof-of-principle experiment

with macroscopic signal pulses, demonstrating the expected cross-phase modulation as well as the

ability to preserve the coherence between temporal modes. Our findings open the path to a new

key component of quantum photonics based on rare-earth-ion doped crystals.
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Chapter 1

Introduction

Systems at sub-microscopic scales are governed by the laws of quantum mechanics and exhibit

many interesting, and sometimes non-intuitive, properties that are very different from those of

macroscopic ‘classical’ systems. For example, the measurement outcome of a physical property of

a system that obeys quantum mechanics can be probabilistic. These systems can simultaneously

be in several states, each of which is probable depending on the type of measurement. This is

unlike classical systems, which are always in well-defined states. This property of a quantum

system is called ‘superposition’ and it has been at the foundation of quantum mechanics ever

since its development. Quantum systems are hence described using a wavefunction, which is

a mathematical function that provides the probability amplitudes for the various outcomes of a

measurement of a physical property of the system. Quantum entanglement is another such property

that manifests when the physical properties of two or more systems depend on each other and the

joint state cannot be described by attributing independent states to each system.

Quantum information science (QIS) involves the study of these properties for developing po-

tential novel applications. The basic unit of information in the classical domain is called a bit,

which can either be 0 or 1. The analogue of a bit in QIS is called a qubit and it can simultaneously

be in state |0〉 and state |1〉 with, say, complex probability amplitudes α and β respectively, where

|α|2 + |β |2 = 1. The wavefunction can be described as α|0〉+ β |1〉. Encoding information in

qubits has led to many unique applications including quantum computing [2], which promises to

solve certain computational problems that are beyond the reach of classical computers, quantum

communication [3, 4], which guarantees unconditionally secure transmission of information, and

quantum metrology [5, 6], which allows the development of high-precision measurement devices.

All of these applications can be envisaged to form operational nodes linked to each other in a future
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quantum internet [7], which can accomplish tasks that are impossible with classical architectures.

An experimental implementation of these proposed applications places three main demands on

the physical realization. Firstly, it should provide qubits that are easy to manipulate so that the re-

quired quantum information can be mapped and operated upon easily. Secondly, the qubit should

preserve the encoded quantum information for as long as needed. In other words, the qubit should

be free of ‘decoherence’. Thirdly, there should be a way for connecting two qubits so that con-

ditional two-qubit operations can be performed. Many physical realizations have been proposed

that satisfy the above three conditions to various degrees. Photons, which are elementary particles

of light, have been an integral part of many of the proposed physical architectures. This is mainly

because they simultaneously allow encoding of quantum information and are free of decoherence.

This has led to proposals that use photons as qubits by encoding quantum information in various

degrees of freedom, hence forming the building-blocks of photon-based quantum computing ar-

chitectures [8], as well as ones that use photons for carrying quantum information for the purpose

of quantum communication [9].

Many of these quantum photonic applications require the presence of a precise number of pho-

tons to operate successfully [10]. It would hence be very desirable to have a detection mechanism

that heralds the presence of a photonic qubit so that precious quantum resources (say entangled

photon pairs for quantum teleportation [11]), are used only when required (e.g. if the signal pho-

tons whose state is to be teleported are actually there). This is all the more essential in situations of

significant loss, such as for quantum repeaters [12]. Standard absorbing detectors can’t be used for

this purpose as they end up destroying the photon along with the encoded information. We would

hence need a detector that not only preserves the photon (by not absorbing it) but also does the

projection measurement without affecting the encoded information. Such a measurement, which is

referred to as a ‘non-destructive’ measurement [13], could then be used to detect photonic qubits,

where the quantum information can be encoded in the degrees of freedom that are not affected by

the projection measurement (e.g. in time-bin states or polarization states for the above case).

2



1.1 Some promising approaches to non-destructive photon detection

Several approaches to non-destructive measurement of a photon are currently being pursued. Using

single laser-trapped atoms in high-finesse cavities, where the strong coupling between the atom and

the cavity field gives rise to cavity quantum electrodynamics (CQED) phenomena, non-destructive

detection of photons has recently been achieved [14]. The atom is initially prepared in a superposi-

tion of two states, whose phase is toggled if a photon impinges and then reflects off the atom-cavity

system. By detecting the final phase of the atom, the presence (impinging) of a photon can be as-

sessed. Using a similar setup, heralded storage of photonic qubits was also recently demonstrated

[15]. When combined with readout, this is equivalent to non-destructive qubit detection.

Another approach involves using the interaction of the photon that is to be non-destructively

measured (called the ‘signal’) with another photon (called the ‘probe’), which is mediated by a

non-linear medium. In a pioneering CQED experiment, again with single atoms in cavities, Kim-

ble et al. demonstrated a large cross-phase modulation between the signal and probe photons with

slightly different frequencies that were co-propagating in the atom-cavity system. This approach

is also being pursued with atomic ensembles by ‘slowing light’ (and eventually storing it) using

electromagnetically induced transparency (EIT) [16]. Large single-photon phase shifts mediated

by laser-cooled atomic vapour have recently been reported using Rydberg blockade [17]. This

experiment relies on the fact that when a single excitation is stored in one of the Rydberg states

using EIT, the strong long-range dipole-dipole interaction between Rydberg atoms [18] results in

the probe photon that traverses the medium afterwards to experience a different refractive index

than if the signal photon was not stored. Using laser-cooled atoms coupled to a high-finesse cavity,

large cross-phase modulations have also been reported using the AC Stark shift [19]. In this experi-

ment, the probe is stored as an atomic coherence between the ground state and one of the hyperfine

levels following which the signal, which is resonant with the cavity but slightly off-resonant with

the transition between the hyperfine level and an additional excited state, induces an AC stark shift

[20, 21]. This results in the probe acquiring a phase shift. This system has furthermore enabled
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partial non-destructive detection of travelling photons [22]. These investigations are part of the

general drive of using atomic ensembles to mediate strong photon-photon interactions [23]. Ex-

perimental realizations of photon-photon interaction using Rydberg states [24, 25, 26], and the AC

Stark shift [27, 28] have furthermore enabled applications such as all-optical switching [29, 30].

As is evident from all the above work, single atoms and cold atomic gases constitute the most

advanced experimental platforms targeting the detection of optical photons. However, from the

point of view of practical applications, it is of interest to investigate implementations in the solid

state as well. Ideally, such approaches should preserve the qubit state encoded into the photon,

allow for multiplexing, and be compatible with existing solid-state quantum information process-

ing and communication components. Here we propose a scheme for non-destructive detection of

photonic time-bin qubits that has all of these characteristics.

1.2 Basic idea of our proposal

Our proposal for non-destructive measurement relies on cross-phase modulation between a strong

probe pulse, which is stored in a medium, and a weak detuned signal, which passes without atten-

uation through the medium. The probe is stored in an impurity-doped crystal using an approach

based on atomic frequency combs [31], and the phase shift is due to the AC Stark shift of the

relevant atomic transition caused by the propagating signal.

Our chosen medium for a proof-of-principle demonstration of our proposal is a rare-earth-ion

(REI) doped crystal. As we will discuss in more detail in Chapter. 4, the 4 f n→ 4 f n inner-shell

transitions of REIs show some very interesting properties. Due to shielding by the outer lying

5s and 5p electrons, these transitions are well isolated from the environment and are hence less

prone to decoherence mechanisms. For instance, a coherence time of more than six hours has been

reported for the ground state hyperfine levels [32]. These properties make REI doped crystals a

very promising candidate for quantum information processing tasks. Already, there has been a

lot of work that demonstrates the suitability of this technology platform for quantum photonics
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[33, 34, 35, 36, 37, 38, 39].

In Chapter. 2, we will give a brief introduction to the equations governing light-matter interac-

tion. In Chapter. 3, we will discuss a short theoretical description of our scheme. Following this, in

Chapter. 4, we will give a detailed description of the proof-of-principle experiment using intense

coherent pulses and an impurity-doped crystal that confirms the predictions of our theory. Finally,

in Chapter. 5, we will discuss how our proposal can be implemented at the single-photon level.

1.3 Author contributions

The theory for the work presented in this thesis was done by Dr. Khabat Heshami and Prof.

Christoph Simon. I was a part of the experimental team along with Dr. Neil Sinclair, Dr. Daniel

Oblak and Prof. Wolfgang Tittel. I contributed to setting up and running the experiment, analyzing

the data and writing the manuscript.

5



Chapter 2

Light-matter interaction

The experiments described in this thesis involve interaction between light and rare-earth-ions

(REIs). Thus, a description of how this interaction works is imperative to understand the ex-

periments outlined in this thesis. However, an exhaustive description of light-matter interaction

is not necessary to understand the concepts presented in this thesis. For this reason, various ap-

proximations are made to arrive at a simpler yet useful description of this interaction. Two such

approximations that are often made are to (a) treat light as a classical coherent electromagnetic

field that is monochromatic (e.g. light from a laser), and (b) treat the atom as a two-level system

whose transition frequency is almost the same as the frequency of the optical field [40].

We begin by describing the dynamics of such a two-level atom, which is a system with only

two eigenstates. The dynamics of such a two-level atomic system in the presence of an applied

laser field are similar to that of a spin-one-half particle in a magnetic field that were derived by

Bloch, and are hence called the optical Bloch equations. We will discuss the set of Bloch equations

in Section 2.1. In Section 2.2, we describe the dynamics of an electromagnetic field in a polarizing

medium using Maxwell’s equations. Since a polarizing medium is composed of an ensemble of

two-level atoms, we then combine these two sets of equations to get what is referred to as the

Maxwell-Bloch equations, which describe the dynamics of the combined light-atom system.

2.1 Bloch equations

Following the approach of any standard quantum optics textbook (see Chapter 2 of [40]), we begin

with the total Hamiltonian Ĥt of a two-level atom in an electromagnetic field, which can be written

as

Ĥt = ĤA + d̂ · Ê, (2.1)
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where ĤA is the Hamiltonian of the free atom and d̂ · Ê describes the interaction Hamiltonian Ĥint

which determines the coupling between the dipole moment operator d̂ of the atom with the electric

field Ê. The Hamiltonian of a free atom can be written in terms of Pauli matrices as

ĤA =
1
2
(Ee +Eg)Î +

1
2
(Ee−Eg)σ̂z, (2.2)

where Ee and Eg are the eigenvalues of the ground and excited energy eigenstates respectively.

After defining 1/2(Ee +Eg) as the zero of energy, the expression for HA becomes

ĤA =
1
2

h̄ω0σ̂z, (2.3)

where ω0 = (Ee−Eg)/h̄. Notice that ĤA only has diagonal elements as it is written in the basis

formed by the energy eigenstates. The dipole moment operator d̂ for an atom can be written in

the dipole approximation as d̂ = −er̂, where r is the operator for position. In terms of the Pauli

matrices, d̂ has the form

d̂ = ~dσ̂x, (2.4)

where ~d is a vector. Note that d̂ only has off-diagonal elements as free-atoms posses inversion

symmetry and hence 〈g|d̂|g〉 = 0 and 〈e|d̂|e〉 = 0. However, if these atoms are trapped inside a

solid, the solid-state environment may break this symmetry and as a result the atoms may also

have a permanent dipole moment. The interaction Hamiltonian Ĥint can then be written as

Ĥint = (~d · Ê)σ̂x. (2.5)

We can now describe the evolution of the light-matter system in terms of the evolution of these

Pauli matrices. The evolution of the Pauli matrices can be described using Heisenberg’s equations

as

ih̄ ˙̂σi = [σ̂i,Ht ], (2.6)
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where ˙̂σi refers to the time derivative of σ̂i. This leads to the following set of equations

˙̂σx =−ω0σ̂y,

˙̂σy = ω0σ̂x +
2
h̄
[~d · Ê]σ̂z,

˙̂σz =
−2
h̄
[~d · Ê]σ̂y.

(2.7)

So far, we have treated all variables associated with the atom and the optical field as operators.

However, in cases where quantum correlations between the atom and the optical field can be ig-

nored, replacing the operators with their expectation values leads to a set of simpler equations that

are very useful. This also means that the expectation values of products of operators can now

be factored into products of expectation values of individual operators, i.e. 〈σ̂iσ̂ j〉 = 〈σ̂i〉〈σ̂ j〉.

Also, the electric field operator Ê can now be replaced by its expectation value ~E = 〈Ê〉. Writing

~d = d~µd , where ~µd is a unit vector, we have

2
h̄
~d ·~E =

2
h̄

d(~µd ·~E) = κE, (2.8)

where κ = 2
h̄d and E is the projection of ~E along the direction of~µd . The following set of equations

now follow from Eq. 2.7

ṡx =−ω0sy,

ṡy = ω0sx +κEsz,

ṡz = κEsy,

(2.9)

where si = 〈σ̂i〉. The electromagnetic field in such a semi-classical treatment is written as a mono-

chromatic field with an envelope function E (t,z)

E = E (t,z)e−iωt + c.c, (2.10)

where c.c is the complex conjugate of the preceding term of the equation. To reduce the number of

rapidly changing variables, we invoke the rotating wave approximation (RWA). This involves: (i)

ignoring all the terms that are rotating fast enough such that their cumulative effect on the relevant
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time-scales (given by ω) is very small, followed by (ii) changing the coordinate reference frame to

one that is rotating at a frequency of ω . Assumption (i) gives us the following set of equations

ṡx =−ω0sy−κE sz sin(ωt),

ṡy =ω0sx +κE sz cos(ωt),

ṡz =−κE (sy cos(ωt)− sx sin(ωt)).

(2.11)

We can now move into the rotating frame of reference by introducing the appropriate transforma-

tion matrix given by 
u

v

w

=


cos(ωt) sin(ωt) 0

−sin(ωt) cos(ωt) 0

0 0 1




sx

sy

sz

 (2.12)

The equations governing the evolution of these new variables can now be written as

u̇ =−∆v,

v̇ = ∆u+κEw,

ẇ =−κEv,

(2.13)

where ∆ = ω0−ω . The new variables u,v and w are called Bloch variables. Eq. 2.13 can be

written more compactly as

~̇ρ = ~Ω×~ρ, (2.14)

where ~ρ is a column vector with elements (u,v,w), which is called the Bloch vector, and ~Ω is a

colum vector with elements (−κE ,0,ω0−ω). We can see from this equation that when a two-

level system is driven, the Bloch vector rotates around the vector Ω with a frequency given by |Ω|,

which is referred to as the Rabi frequency.

2.2 Maxwell-Bloch equations

Maxwell’s equations describe the dynamics of an electromagnetic field. When propagating through

a homogeneous non-magnetic dielectric medium that features no free charges or currents, we ob-
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tain the following wave equation (see Chapter 1 of [40])

(
∂ 2

∂ z2 −
1
c2

∂ 2

∂ t2 )E(t,z) =
1

ε0c2
∂ 2

∂ t2 P(t,z), (2.15)

where P is the polarization density, i.e. the dipole moment per unit volume. The polarization

density P can be written in terms of the electric field E as

P = ε0(χ
(1)E +χ

(2)E2 ++χ
(3)E3 + · · ·), (2.16)

where χ i is the ith order electric susceptibility of the medium. In the low excitation regime, the

response is linear. So the polarization density P can be approximated as P = ε0χ(1)E. Using Eq.

2.10, the polarization takes the form

P = P(t,z)e−iωt + c.c. (2.17)

To derive solutions to Eq. 2.15 using Eqs. 2.10 and 2.17, we make the following two approxima-

tions: (i) the spatial extent of the envelopes E and P evolve much slower than the wave vector k,

i.e. ∂E
∂ z � kE and ∂P

∂ z � kP , and (ii) the temporal extent of the envelopes E and P evolve much

slower than the frequency of the field, i.e. ∂E
∂ t � ωE and ∂P

∂ t � ωP . Note that (i) and (ii) are

called the slowly varying envelope approximation (SVEA). This simplifies Eq.2.15 to

(
∂

∂ z
+

n
c

∂

∂ t
)E =

ik0

2ε0n
P, (2.18)

where k0 is the wave-vector of the electromagnetic field in vacuum, ε0 is the permittivity of vacuum

and n is the refractive index of the material. The above equations are written for an ensemble

of two-level atomic systems with the same transition frequency. However, most media used in

practice consist of many classes of atoms, each of which has a different absorption frequency. The

absorption profile for such a medium can be described using the distribution function g(∆), which

satisfies ∫
∞

−∞

g(∆)d∆ = 1. (2.19)
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The polarization for one such class of atoms can be written as ~P(z, t) = Nd〈σx〉, where the dipole

moment d is defined as in Eq. 2.4. For an inhomogeneously broadened medium, ~P can be written

as

~P(z, t) = Nd
∫

∞

−∞

d∆g(∆)Re{u(z, t,∆)+ iv(z, t,∆)}, (2.20)

where 〈σx〉= sx is written in terms of the Bloch vectors u and v according to Eq. 2.12. Combining

Eq. 2.20 with Eq. 2.18, we get what is called the Maxwell-Bloch equation

(
∂

∂ z
+

n
c

∂

∂ t
)E =

ik0Nd
2ε0

∫
∞

−∞

d∆g(∆)Re{u(z, t,∆)+ iv(z, t,∆)}. (2.21)

These equations relate the dynamics of a two-level system with that of the electromagnetic field.

They will hence form a common starting point to develop the theoretical models that are presented

in this thesis.
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Chapter 3

Theoretical proposal

This chapter describes our proposal for non-destructive detection of photonic qubits. The basic

principle of our scheme is illustrated in Fig. 3.1 and Fig. 3.2. It is based on cross-phase modulation

of a strong probe pulse that is stored in an inhomogeneously broadened medium using the atomic

frequency comb (AFC) protocol [31] by a weak signal. In this chapter, we first theoretically de-

scribe the storage of the probe following the approach that was introduced in the previous chapter.

This is followed by a quantum mechanical treatment of the signal propagation, which also gives us

the cross-phase modulation it induces. Finally, we include the effects of loss on the signal.

3.1 Storage of probe

The first step in our protocol involves the storage of a classical probe pulse. For an inhomoge-

neously broadened medium with a spatial extent, the total Hamiltonian can be written as

Ĥ = Ĥ0 + Ĥint, (3.1)

where

Ĥ0 =
N

∑
j=1

h̄ω
j

geσ̂
j

ee. (3.2)

Here, h̄ω
j

ge denotes the transition energy of atom j between ground and excited states (|g〉 and

|e〉). Note that the eigenvalue associated with the energy eigenstate |g〉 has been defined as zero

for mathematical simplicity. Also,

Ĥint =−h̄
N

∑
j=1

(
Ω(z, t)σ̂ j

ege−iωp(t−z j/c)+H.c.
)
. (3.3)

where ωp is the control frequency of the probe field and H.c. is the Hermitian conjugate of the first

term inside the summation. Ω(z, t)= µegEp(z,t)
2h̄ is the Rabi frequency associated with the probe field,
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Figure 3.1: Protocol for non-destructive detection of photonic time-bin qubits. A macroscopic
probe pulse is stored in an atomic frequency comb (AFC). The signal — a photonic time-bin qubit
— propagates through a detuned transparency window and shifts the resonance frequency of the
atoms that constitute the AFC via the AC Stark effect. This results in a phase shift of the re-emitted
probe. A spectral representation of our protocol is shown here. Figure taken from [1].

and µeg = 〈e|d̂ ·εεε p|g〉 is the transition dipole moment, where Ep is the slowly varying component of

the probe field Ep(z, t) = εεε pEp(t− z/c)cos(ωp(t− z/c)) with polarization unit vector of εεε p. The

atomic coherence and population for atom j are defined by σ̂
j

νν ′ = |ν〉
j〈ν ′|, where ν ,ν ′ = {g,e}.

We can now define collective atomic coherence and population operators for all atoms in a slice

of the medium at (longitudinal) position z and relative resonance frequency δ as follows,

σ̂gg(z, t;δ ) =
1

Nz(δ )

Nz(δ )

∑
i=1

σ̂
i
gg(t;δ ), (3.4)

σ̂ee(z, t;δ ) =
1

Nz(δ )

Nz(δ )

∑
i=1

σ̂
i
ee(t;δ ), (3.5)

and

σ̂eg(z, t;δ ) =
1

Nz(δ )

Nz(δ )

∑
i=1

σ̂
i
eg(t;δ )e−iωp(t−zi/c). (3.6)

Here, ω0 = ωp is the central frequency of the inhomogeneously-broadened atomic ensemble and δ

denotes the detuning of different resonances in the ensemble with respect to ωp, where we assume

that the number of atoms in mode δ at z, Nz(δ ), is much larger than 1.

Using the Heisenberg equation (Eq. 2.6), one can find the following dynamical equations for
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Figure 3.2: A temporal representation of our protocol is shown here. The time-bin qubit states |e〉
and |l〉 refer to early and late temporal modes, respectively. Figure taken from [1].

the collective operators

˙̂σgg(z, t;δ ) = iΩ ∗(z, t)σ̂ge(z, t;δ )− iΩ(z, t)σ̂eg(z, t;δ ), (3.7)

˙̂σ ee(z, t;δ ) = iΩ(z, t)σ̂eg(z, t;δ )− iΩ ∗(z, t)σ̂ge(z, t;δ ), (3.8)

and

˙̂σ eg(z, t;δ ) = i(ω0 +δ −ωp)σ̂eg(z, t;δ )+ iΩ ∗(z, t)σ̂ee(z, t;δ )− iΩ ∗(z, t)σ̂gg(z, t;δ ). (3.9)

The propagation of the probe field can be derived using Maxwell’s equations (Eq. 2.18) as(
∂z +

n
c

∂t

)
Ep(z, t) =

iµ0ω2
p

2kp
〈P̂tot〉, (3.10)

where Ep(z, t) is the slowly varying envelope of the probe field, kp =
nωp

c and 〈P̂tot〉 denotes the

expectation value of

P̂tot = ∑
δ

〈g|d̂ ·εεε p|e〉
N(δ )

V
σ̂ge(z, t;δ ). (3.11)

Eqs. 3.7, 3.8 and 3.9 along with Eqs. 3.10 and 3.11 allow us to describe the dynamics of the

atoms due to the probe field for times t < T1 and t > T2, where T1 and T2 determine the expected

time window for the propagating time-bin signal field. Between storage and retrieval of the probe

(T1 < t < T2) the evolution is perturbed by the signal field (see below).
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For optimum phase sensitivity the number of absorbed photons Np should be of order N/2,

where N is the total number of atoms in the AFC. In this case the number of atoms remaining in

the ground state Ng is equal to Np, Ng = Np = N/2.

3.2 Cross-phase modulation due to signal

In this section, we provide the theoretical model for the interaction between the signal and the

atoms. For large detunings, where ∆ is larger than the signal bandwidth, we derive an effective

interaction Hamiltonian that will be used to find the probe phase shift with respect to the number

of photons in the signal field. Using the collective atomic operators that are defined in Eqs. 3.4,

3.5 and 3.6, we can write the following for the collective atomic polarization (see Appendix A for

a detailed derivation)

σ̂eg(z, t = T2;δ ) = eiδ teiΦ̂σ̂eg(z, t = T1;δ ), (3.12)

where

Φ̂ =
∫ T2

T1
dt ′ 2g2

∆

(
Ês(z, t ′)Ê †

s (z, t
′)+H.c.

)
. (3.13)

Note that, for the abve case, we use the quantum-mechanical Hamiltonian for the interaction be-

tween the signal and the atoms, which is different from the semi-classical approach described in

Chapter. 2. A frequency offset such as the one shown in Equation 3.12 leads to a phase factor

for the re-emitted probe field (see [31]). Therefore, phase modulations due to the presence of the

signal will be imprinted on the retrieved echo. In addition, the total phase depends only on the

total energy in the signal field and does not reveal any information about the temporal distribution

of the signal field.
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3.3 Phase-shift per photon

Given 3.13, the total phase shift for a single-photon signal propagating in the waveguide and inter-

acting off-resonantly with the atomic polarization is given by

φ =
2g2

∆
τs (3.14)

where τs = L/c is the duration of the signal in vacuum and the single photon coupling rate is given

by g = µeg

√
ωs

2h̄εV . The spontaneous emission rate of a two-level system is related to its transition

dipole moment according to γ =
µ2

egω3
0

πε h̄c3 [41]. Assuming that λs ≈ λ0 we can find the phase shift due

to a single photon as

φ =
2g2

∆
τs =

1
4π

λ 2
0

n2A
γ

∆
, (3.15)

where A is the transverse mode area of the interaction, and λ0 is the wavelength associated with

the corresponding atomic transition in vacuum.

3.4 Signal loss

In this section, we analyse the signal loss due to its off-resonant interaction with the atoms in the

AFC. In order to find a simplified description for off-resonant absorption loss, we assume that the

signal detuning is larger than the inhomogeneous bandwidth of the ensemble. This also guarantees

that ∆ is much larger than the spontaneous emission rate, γ .

To analyse the signal loss, we take the Fourier transform of the Maxwell-Bloch equations. As

a result, the frequency domain representation of the output signal is given by

Ẽs(z,ω)|z=L = eiksχ(ω)LẼs(z = 0,ω), (3.16)

where χ(ω) is the susceptibility of the medium. The imaginary part of χ(ω) determines the loss,

which can be simplified by assuming ∆ � Γ , where −Γ /2 < δ < Γ /2. In addition, the loss is

expected to be uniform over the signal field spectrum when its bandwidth is much smaller than the
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detuning (∆ � 1/τs). This results in a simple expression for the imaginary part of the response

function χ(ω), which is given by (see Appendix A for a detailed derivation)

Imag(χ(0)) =
1
ks

1
16π

Ngλ 2
0 γ2

n2V ∆ 2 . (3.17)

Therefore, the intensity loss for the signal field can be derived from

|E (L,ω)|2 = e−ζ L|E (0,ω)|2, (3.18)

where

ζ L =
1

8π

Ngλ 2
0

n2A
γ2

∆ 2 . (3.19)

To minimize noise for the signal, it is desirable not to have significant population in the excited

state when the signal propagates through the medium. This can be achieved by transferring the

excited state population to another ground state after the probe has been absorbed. The phase shift

on the probe in this case would be smaller by a factor of 2 as this second ground state will be

unaffected by the AC Stark shift due to the signal.

3.5 Requirements for single-photon sensitivity

Single photon sensitivity requires
√

ηNpφ > 1, with φ given by Equation (3.15) with an addi-

tional factor 1/2 assuming that the excited state population is transferred to another ground state

to minimize loss and noise. Here η is the retrieval efficiency of the probe field in the AFC [31],

η = (1− e−d/F)2e−
π2

2ln2F2 , (3.20)

where d and F = ∆m/γ are optical depth and finesse of the AFC, respectively. Assuming Np = Ng,

as discussed above, this puts a lower bound on the number of atoms in g,

Ng >
1

ηφ 2 =
1
η

(
8πn2A∆

λ 2
0 γ

)2

, (3.21)

and hence a lower bound on the loss experienced by the signal:

ζ L =
Ngλ 2

0 γ2

8πn2A∆ 2 >
8πn2A
ηλ 2

0
. (3.22)
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Even for very small cross sections of order λ 2
0 /n2, this loss is 8π/η � 1, which is too high for a

nondestructive measurement. A similar limitation has also been pointed out for generating giant

Kerr nonlinearity based on EIT [42].

3.5.1 Multi-pass arrangement

This problem can be overcome by using a multi-pass arrangement, where m is the number of

passes the signal makes through the medium. In this case the phase shift φ in Equation (3.15)

and the relation for the loss ζ L are both multiplied by m. However, the lower bound on Ng of

Equation (3.21) that originates from the single photon sensitivity requirement scales as 1/φ 2
tot,

where φtot = mφ . Therefore, the lower bound on Ng of Equation (3.21) is multiplied by 1
m2 , which

finally leads to a modified bound on the total loss,

mζ L >
8πn2A
mηλ 2

0
, (3.23)

which can be much less than one for sufficiently many passes. Requiring small total signal loss

mζ L . 0.1, Equation (3.23) gives a condition on m,

m > 80π/η , (3.24)

where we have assumed A = λ 2
0 /n2.

Implementing m� 1 in practice requires low-loss switches. However, an analogous effect can

also be achieved by using a cavity. The main difference is that a cavity enhances the signal field

rather than the interaction time, which reduces the requirements on the storage time for the probe

compared to a multi-pass scenario. Here we focus on the multi-pass case for simplicity.

For a small A, and for an AFC where each tooth corresponds to one radiatively broadened line,

the optical depth per atom for each absorption line is λ 2/n2A≈ 1. This leads to number of atoms

in each AFC tooth to be equal to the optical depth and therefore having the total number of atoms

in the inhomogeneously broadened ensemble N as N = ntd, where nt is the number of teeth in the

comb. This leads to another condition that follows from Equation (3.21), which in the multi-pass
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case, can be rewritten as

d >
128π2∆ 2

ntγ2m2η
, (3.25)

where in deriving Equation (3.25) we have again assumed Ng = N/2. Equation (3.25) yields a

condition on the number of passes,

m >
8
√

2π∆√
ntηdγ

. (3.26)

We now rewrite the detuning ∆ = f ntFγ , where F = ∆m/γ is the finesse of the AFC and f is a

factor greater than one that assures that the signal is sufficiently far detuned from the AFC (whose

total width is ntFγ). This yields

m > 8
√

2π f F
√

nt

dη
. (3.27)

Eq. (3.26) also yields a condition on the number of passes as a function of the desired signal

bandwidth B. For B expressed in Hz one has B = ∆/(2π f ), where the factor f again ensures that

the signal is off-resonant. This gives

m >
16
√

2π2 f B√
ntηdγ

(3.28)

For our material system (Tm ions in Lithium Niobate, which have γ of approximately 9 kHz) all

the above conditions are satisfied, for example, by setting f = 3, d = 30 as achieved in Ref. [?],

B = 500 kHz, F = 3.2, nt = 110 and m = 930.
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Chapter 4

Proof-of-principle demonstration

We perform a proof-of-principle demonstration of our proposal using a Thulium (Tm) doped

LiNbO3 waveguide. Tm:LiNbO3 is a crystal that has been employed to demonstrate various quan-

tum information processing tasks [37, 39]. In this chapter, we will first discuss some of the spectro-

scopic properties of REI doped crystals with emphasis on the specific properties of a Tm:LiNbO3

waveguide followed by a detailed description of our experimental demonstration.

4.1 Rare earth elements

The term rare-earth element refers to the set of fifteen lanthanides in the sixth period of the periodic

table along with scandium and yttrium. When these rare-earth elements are doped in a solid-state

material, they form trivalent ions whose electronic configuration is of the form [Xe]4 f n, where n

is zero for lanthanum and increases according to increasing atomic number. These REIs feature

interesting properties with respect to 4 f n→ 4 f n inner-shell transitions. The 4 f n→ 4 f n transitions,

which are dipole-forbidden in a free-REI, become weakly allowed when REIs are doped into crys-

tals due to a mixing of energy levels in the presence of the electrostatic field of the crystal. The

resulting weak light-matter coupling results in these levels having slow relaxation rates. More im-

portantly, due to shielding from the outer lying 5s and 5p electrons, these transitions are somewhat

isolated from the environment and are consequently less prone to decoherence. When cooled to

cryogenic temperatures, these transitions exhibit excellent coherence properties [43], which make

them very promising candidates for storing and processing quantum information.
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Figure 4.1: Typical energy level structure of triply-ionized REIs doped into crystals. Also repre-
sented are the energy corrections due to crystal-field interaction.

4.2 Energy level structure and lifetimes of rare-earth-ions

Compared to other ions, the energy level structure of a REI doped into a crystal is complex due its

high atomic number and the perturbations introduced by the solid-state environment. The largest

energy contribution to the energy level structure comes from the Coulombic interaction between the

nucleus and the electron and the interaction between the orbital angular momentum of the electron

and its spin, i.e. the spin-orbit coupling. The energy levels resulting from these interactions are

represented using the following three quantum numbers: (i) total orbital angular momentum L, (ii)

total spin angular momentum S and (iii) total angular momentum J. The energy levels are written

as 2S+1LJ (see Fig. 4.1).

When a REI is now placed in a crystalline environment, the next most significant contribution

comes from the electrostatic fields that are present in the host crystal. These fields split each of

these J-manifolds via Stark effect into 2J + 1 (for non-Kramer’s ions) or J + 1/2 (for Kramer’s

ions) so-called crystal-field or Stark levels. The energy separation between each of these Stark
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levels within a J-manifold is typically of the order of hundreds of GHz [43].

4.2.1 Hyperfine and Zeeman levels

To map the energy level structure further, we consider the interaction of the nuclear magnetic

moment with the magnetic field generated by the electron, which is called the hyperfine interaction,

and with an external magnetic field (including both applied and from the crystal), which is called

the Zeeman effect [43]. The energy levels resulting from the hyperfine interaction are represented

using the quantum number Fl that describes the coupling between the total angular momentum of

the electron J and the nuclear spin I. For ions with an odd number of electrons, which are called

Kramer’s ions, the hyperfine interaction results in electronic doublets. For non-Kramer’s ions, the

hyperfine interaction depends on the symmetry of the crystal into which the ion is doped. For

sites with low symmetry, there is no first order hyperfine interaction and hence results in electronic

singlets. However, for sites with high degree of symmetry, a non-zero angular momentum exists

for the electron along the axis of symmetry and hence results in electronic doublets [43].

Thulium, which is a non-Kramer’s ion with a nuclear spin of I = 1
2 , doped into a LiNbO3 crystal

experiences an environment with a C3 symmetry around the c-axis of the crystal. This results in

energy levels that are electronic singlets [41]. When an external magnetic field is applied, both the

ground and the excited states split into two levels, which are represented as ms =+1
2 ,−

1
2 .

4.2.2 Lifetimes

The lifetime of an excited level, which is referred to as T1, is related to the rate of decay from it to

any other level. For a REI doped into a crystal, this decay can happen via two mechanisms. In the

first, the REI decays by spontaneously emitting a photon. This process is called a radiative process

and this rate can be calculated (see [44]). The second mechanism pertains to emission in the form

of thermal/vibrational energy, which are called phonons. As these processes don’t involve photons,

they are called non-radiative processes. While radiative processes are largely independent of tem-

perature, non-radiative processes are not. Non-radiative processes are also typically much faster
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Figure 4.2: Simplified energy level structure of Tm ions showing the most relevant levels for work
in this thesis. The ground state is 3H6. The line at around 795 nm represents the transition from
the lowest Stark level in the 3H6 manifold to the lowest Stark level in the 3H4 manifold.

when compared to radiative processes [43]. Even when REI doped crystals are cooled to cryogenic

temperatures, the effect of phonons is significant for Stark levels within a given J-manifold. Hence,

transitions between non-lowest Stark levels always involve phonons. The frequency separation be-

tween two different J-manifolds is however much larger than the maximally allowed frequency

of phonons. As a result, there exist transitions between the lowest lying Stark levels that do not

involve phonons. For this reason, when considering transitions between the ground and excited

states, we will only consider transitions from the lowest lying Stark level in the ground state to the

lowest lying Stark level in the excited state. This transition line is referred to as the ‘zero phonon

line’ (see Fig. 4.2).

For Tm:LiNbO3, we consider transitions between the lowest lying Stark level in the 3H6 man-

ifold to the lowest lying Stark level in 3H4 manifold, as shown in Fig. 4.2. The lifetime of the

3H4 level has been reported to be more than 100 µs [45, 41]. In our experiment, we also apply

a magnetic field that results in both the ground and the excited states splitting into two nuclear

zeeman levels. The lifetime of the ground state hyperfine level has been reported to be more than

2 hours [46].
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Figure 4.3: Inhomogeneous broadening. Imperfections in the crystal (illustrated on the left) result
in the ions experiencing different environments in the crystal. This results in an inhomogeneous
broadening γih of lines in addition to homogeneous broadening γh (shown on right).

4.3 Linewidths

4.3.1 Homogeneous linewidth

The spectral lines associated with any transition of the atomic levels are broadened by various

mechanisms and hence have a finite spectral width associated with them. When such line-broadening

happens uniformly for all emitters in the system, it is referred to as homogeneous line-broadening,

and the associated line-width is called homogeneous line-width. The homogeneous line-width is

related to the coherence time T2 through the following time-frequency Fourier transform:

Γh =
1

πT2
(4.1)

The coherence time of any level is theoretically bound by the the lifetime of that level, such that

T2 ≤ 2T1. In practice however, the observed coherence times are much shorter than the lifetime of

the levels due to various decoherence processes. Predominant mechanisms that contribute to such

decoherence are: (i) coupling of the energy levels to phonons, which leads to a reduced lifetime

due to phonon-scattering, and (ii) spectral diffusion, which randomly varies the energy of the

atomic levels that consequently broadens the line. All the experiments discussed in this thesis are
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carried out at temperatures below 1 K, where linewidth broadening due to phonon-scattering can be

neglected. So, the decoherence is dominated by spectral diffusion. Spectral diffusion results from

time-dependent perturbations of the environment, such as the electric or magnetic field experienced

by the REI. This predominantly happens via two mechanisms: (i) spin flips, which involves the

flip of a nuclear spin in the vicinity of the REI, such as that of a host atom or another REI, and (ii)

spin flip-flops, where there is an exchange of energy between two spins that are resonant with each

other.

For the Tm:LiNbO3 waveguide, coherence times for the 3H6 →3 H4 transition have been re-

ported to be over 1 µs at liquid helium temperatures [47, 45] and over 100 µs at temperatures

below 1 K [46]. The latter corresponds to a homogeneous linewidth of less than 10 KHz.

4.3.2 Inhomogeneous broadening

REIs doped in crystals experience different local environments due to imperfections in the crystal

lattice. As a result, the resonance frequency of each ion is slightly different. The absorption

spectrum of an ensemble of REIs consists of the sum of homogeneously broadened lines that are

each shifted inhomogeneously, as shown in Fig. 4.3. The inhomogeneous broadening depends on

factors like the quality of crystal and the doping concentration, and can range from a few tens of

MHz to several hundreds of GHz. This combination of narrow homogeneous linewidths and broad

inhomogeneous linewidths allows for long-term storage of broadband light.

4.4 Experimental implementation of our protocol

4.4.1 Spectral tailoring using optical pumping

To use REI-doped crystals for quantum storage purposes, we need to spectrally tailor the inho-

mogeneous broadening to suit our applications. This is achieved by a process called as optical

pumping where ions that absorb at a certain frequency for a given transition are pumped using

optical pulses into a detuned and metastable level. This is illustrated in Fig. 4.4. Optical pulses
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Figure 4.4: Optical pumping. Here the pump field puts ions that are in the ground state into the
excited state from where they decay either back to the ground state or to some long-lived shelving
level. Repeated pumping results in all ions in the shelving level.

excite (‘pump’) ions into an excited state that features a short lifetime compared to the metastable

level. If this process is repeated for sufficient time all the ions that are being optically pumped end

up in the metastable level, hence leaving no absorbers that feature a resonance frequency matching

that of the pump pulse.

4.4.2 Tm:LiNbO3 waveguide

Fabricating the Tm:LiNbO3 waveguide (described in more detail in [45]) first involves in-diffusion

of electron-beam evaporated and vacuum deposited layer of thulium into a commercially-available

LiNbO3 wafer. This is followed by in-diffusion of thin Ti stripes into the Tm doped LiNbO3

surface, which forms waveguides. The waveguide is single-mode for TE and TM polarizations

around 795 nm with a spatial-mode diameter of ∼12.5 µm.

This crystal is placed inside a cryostat that is cooled to below 1 K. Optical access is provided by

single-mode optical fibres at the input and output, both of which are single-mode at the operational

wavelength of 795 nm. The total coupling efficiency from the input fibre into the waveguide and

then back into the output fibre is approximately 10%.
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Figure 4.5: Experimental setup consisting of a continuous-wave laser at 795.06 nm, which is inten-
sity and frequency modulated using an acousto-optic modulator (AOM). The diffracted first-order
beam is coupled via a fibre into the Tm:LiNbO3 waveguide, and wave-plates enable adjusting its
polarization to maximize the interaction with Tm ions. The zeroth-order is frequency modulated
using a phase-modulator to reinitialize the absorption spectrum after each experimental cycle. Fig-
ure taken from [1].

4.4.3 Experimental setup

Our experimental set-up, which is sketched in Fig. 4.5, consists of a continuous-wave laser at

795.06 nm, which is intensity and frequency modulated by driving an acousto-optic modula-

tor (AOM) with appropriate radio-frequency (RF) signals. The bandwidth of the AOM is about

300 MHz with central frequency at 400 MHz. Driving the AOM with an RF signal generates peri-

odic changes in the refractive index of the material constituting the AOM which in turn generates a

diffraction pattern for the input light. The first-order of the diffracted beam, whose frequency with

respect to the input beam depends on the frequency of the driving RF signal, will be used both

for spectral tailoring as well as for creating the probe and signal pulses. Prior to being coupled

into the waveguide, the light passes through a combination of wave-plates that enable adjusting

the polarization of the light to maximize the interaction with Tm ions. The setup also consists of

micro electro-mechanical switches (MEMS) at the output of the waveguide that allow for routing

light into and out of different components of the setup depending on the type of measurement, i.e

either directly to the detector or via an interferometer that assesses the change in the signal. The

phase-modulator (PM) in the setup is used at the end of each experimental cycle to reinitialize the

spectral absorption, as we will discuss in more detail below.
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Figure 4.6: Timing sequence. Optical pumping involves repetitive spectral pit burning at negative
(-150 to -50 MHz) and positive (50 to 150 MHz) detunings for at total of 250 ms, and AFC gener-
ation using many pulse-pairs for 100 ms. (Depicted is one repetition while the number following
the circular arrow indicates the repetitions per task). Next, we wait for 3 ms to allow the excited
atomic population to decay. This is followed by the measurement which involves storing the probe
in the AFC, transmission of a detuned signal through a spectral pit, interferometric measurement
of the recalled probe pulse with local oscillator (LO), and a phase reference measurement. Finally,
we reinitialize the absorption line after every measurement using zeroth-order light from the AOM
that is repetitively frequency-modulated over a 5-GHz range by a phase modulator. Figure taken
from [1].

The first step in the experiment is creating the required spectral feature, which is discussed in

detail below. This is followed by performing two types of measurements. The first involves: (i)

storing the probe, (ii) sending the signal, and finally (iii) extracting the phase imprinted onto the

recalled probe by performing an interferometric measurement with a local oscillator. The second

involves sending the signal through an interferometer to assess changes in it.

4.4.4 Spectral tailoring

The metastable level used for optical pumping is another ground-state nuclear Zeeman level [41].

The splitting of the nuclear Zeeman level is ∼1.2 GHz/T, which results in a total splitting of

∼2.5 GHz in the applied magnetic field of 2 T. Optical pumping is achieved using the continuous-

wave laser at 795.06 nm, which is frequency modulated by driving the AOM with RF signals. A

suitable configuration of MEMS1 is used to block laser light from reaching the detector during

this process. The required spectral feature is shown in Fig. 4.7, which includes an AFC that is
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Figure 4.7: Spectral feature. A 100 MHz wide AFC with a tooth separation ∆m/(2π) = 5.5 MHz
(corresponding to a storage time of tm = 180 ns) and a 100 MHz wide spectral pit on either side of
the AFC. Figure taken from [1].

surrounded on both sides by transparent pits with almost no residual absorption. The sequence of

frequency modulation used to create the required spectral feature is illustrated in Fig. 4.6.

We begin the spectral tailoring by sweeping the frequency of the laser light repeatedly over two

100 MHz wide regions - one at negative detuning from -150 to -50 MHz, and another at positive

detuning from 50 to 150 MHz, for a total of 250 ms, as illustrated in Fig. 4.6. This generates

spectral regions that are almost transparent with a very small remaining optical depth of around

0.07. They are irregular due to varying efficiency of the AOM with detuning. Next, we generate an

AFC in-between the two pits from -50 MHz to +50 MHz by driving the AOM using pairs of pulses

that are 10 ns wide and separated by 180 ns, for a total of 100 ms. This results in an AFC with

a bandwidth of 100 MHz and a tooth separation of ∆m/(2π) = 5.5 MHz, which corresponds to a

storage time of 180 ns. The tooth separation is chosen to match side-peaks at 11 MHz arising from

the super-hyperfine interaction of thulium with niobium in the host crystal [46]. The teeth feature

an optical depth of ∼0.1, and are sitting on a background with optical depth of ∼0.15, resulting in

a recall efficiency for the probe of 0.2% [31]. After the optical pumping cycle is complete, we wait

for 3 ms to allow the excited atomic population to decay before performing our measurement. The
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measurements are done with strong laser pulses that modify the tailored spectral feature. Hence,

we reinitialize the absorption line after every measurement using zeroth-order light from the AOM

that is repetitively frequency-modulated over a 5-GHz range by a phase modulator (PM). A suitable

configuration of the two MEMS switches (MEMS1 and MEMS2) is used to allow the zeroth-order

light into the Tm-doped waveguide during this time.

The quality of our spectral feature — the background in the pits and the AFC, as well as the

small optical depth of the AFC teeth — is currently limited by non-ideal spectral tailoring. It can

be improved by using a laser with improved stability, and by optical pumping based on a burn-back

method [35].

4.4.5 Cross-phase modulation using signal states encoded in strong pulses

Following the spectral tailoring, we first perform measurements with strong signal pulses to verify

the phase shift on the probe predicted by the following equation that was derived in Chapter 3:

φ =
Ns

4π

λ 2
0

n2A
γ

∆
, (4.2)

where Ns is the number of photons in the signal pulse, λ0 is the wavelength associated with the

corresponding atomic transition in vacuum, A is the transverse mode area of the interaction, γ is the

spontaneous decay rate from the excited state and ∆ is the detuning of the signal from the central

frequency of the probe, which is the same as the central frequency of the AFC. The parameters that

we vary in this experiment are Ns and ∆. All the other parameters are determined by the properties

of the Tm:LiNbO3 waveguide.

The first measurement involves the following steps: (i) store the probe pulse in the AFC, (ii)

send the signal through the transparent pits around the AFC, and finally (iii) extract the phase im-

printed onto the recalled probe by performing an interferometric measurement with a local oscil-

lator. We begin the measurement by generating a probe pulse of ∼ 10 ns duration whose spectrum

matches that of the AFC. A part of the pulse is transmitted through the waveguide and a part of it

is stored in the thulium ions that form the AFC. We then send a signal in a single temporal mode
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of 130 ns duration. After the storage time tm of the AFC the probe pulse is re-emitted from the

waveguide. The phase change imprinted on the recalled probe due to interaction with the signal is

assessed via an interferometric measurement of the recalled probe pulse with a transmitted local

oscillator (LO) in the same spatial, temporal and spectral mode, and featuring the same intensity.

First, by varying the phase of the LO in the absence of a signal, we calibrate the interference vis-

ibility to 89.7%. Next, to ensure maximum measurement sensitivity, we set the phase difference

between the LO and the recalled probe (still without a signal) to π/2. Taking the calibration into

account, this allows us in the actual measurement to map intensities (after interfering the probe

with the LO) onto phase changes of the probe. Note that the intensity of the recalled probe does

not depend on whether or not a signal is present, i.e. the calibration, taken without any signal, re-

mains valid when the signal is actually present. Note that for these sets of measurements, MEMS1

is used in a configuration where it directs light from the output of the waveguide directly to the

detector.

Eq. 4.2 predicts that for a given detuning, the phase shift on the probe increases linearly with the

number of photons in the signal. To verify this, we vary the mean number of photons constituting

the signal pulse from 0 to over 108. The total phase shift for each mean photon number is measured

by averaging over 200 repetitions. For example, consider the case where we set the signal detuning

to +100 MHz, as shown in the right inset of Fig. 4.8, and vary the mean photon number per pulse

in regular intervals from 0 to 1.7×108. As expected from Eq. 4.2, we find a linear increase in

the total phase shift as a function of the number of signal photons. Fitting a straight line to this

lets us estimate the average phase shift per photon, which is of the order 10−9 radians per photon.

We repeat the above procedure for nine different detunings, including three negative detunings.

Note that the slope for negative detuning is opposite to that of positive detuning, hence giving an

increasingly negative total phase shift as a function of total number of photons. and estimate the

phase shift per photon in each case, as shown in Fig. 4.8.

To compare the measured values of phase shift to the theoretical predictions, we use Eq. 4.2
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Figure 4.8: Phase shift per photon for different detuning values. Expected phase shifts (purple
line) calculated using Eq. 4.2 with independently measured quantities (no fit), and experimentally
obtained values (red circles) derived from linear fits to the phase shift versus mean photon number
as illustrated in the insets for two detuning values (red lines). Uncertainty bars on the red data
points are based on the standard deviation of the slope from the linear fits. Each data point in the
insets (green diamonds) corresponds to an average over 200 repetitions and the uncertainty bars
indicate the standard deviation of the average. Figure taken from [1].

with λ=795 nm, n=2.3, A=π×(6.25 µm)2 and γ=8.1 kHz. We plot the theoretically expected values

in Fig. 4.8 (purple line), confirming that the measured values of phase shift are in good agreement

with the theoretical predictions. In particular, at +100 MHz detuning, we measure a phase shift

of (1.10± 0.14)× 10−9 rad per photon, which is in excellent agreement with the expected value

of 1.0× 10−9 rad per photon. Discrepancies between measured and predicted values are most

likely due to imperfections in the tailored atomic absorption spectrum and in the spectrum of

signal pulses that arise when the AOM is driven with signals that approach or exceed the AOM’s

bandwidth limit. We also note that there is some uncertainty on the parameters — such as the

waveguide cross-sectional area and fibre-to-waveguide coupling loss — that go into this estimate.

The precision of the phase measurements is mainly limited by long-term laser frequency insta-

bility. To reduce its impact, we concatenate each measurement of the AC Stark shift on the probe
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Figure 4.9: Phase shifts for different signal pulses. Probe phase shifts due to 6.9×107, or no,
signal photons, distributed between early and late temporal modes. The labels on the x-axis refer
to either no signal photons (|0〉) or the corresponding time-bin qubit states, where |e〉 and |l〉
refer to qubits prepared in early and late temporal modes, respectively, and |+〉 and |−〉 represent
the superposition states (|e〉+ |l〉)/

√
2 and (|e〉− |l〉)/

√
2, respectively. Each data point shows

the average over 1000 measurements, and uncertainty bars denote the standard deviation of the
average. Figure taken from [1].

with a reference measurement of the probe’s phase without a signal (see Fig. 4.6). Subtracting

the value obtained in the second phase measurement from the first allows improving the single-

shot phase sensitivity. The sensitivity can be further improved laser locking, which limits laser

frequency fluctuations between the generation of the probe and LO pulses.

4.4.6 Signal in a time-bin qubit state

For our measurement to qualify as a proof-of-principle demonstration of a non-destructive mea-

surement, it needs to confirm two main criteria: (i) the probe phase shift is independent of how the

photons constituting the signal are distributed between two temporal modes, and (ii) the signal is

not affected by the measurement. Put into the context of an interaction with a single photon in a

time-bin qubit state, this implies that the measurement does not project the qubit onto a specific

set of basis states and thus alter it. Towards this end, we select early and late signal modes, each
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Figure 4.10: Error rates for different signal pulses. The error rates — the ratio of the energy
detected in the wrong output mode to the total energy detected in both the correct and wrong modes
— of the different signal states before (unshaded) and after (shaded) the measurement. Error bars
are calculated from shot-to-shot pulse-heights variations. There is no significant change, except
for |e〉. Figure taken from [1].

of 10 ns duration, separated by 18.3 ns, and featuring a detuning of +100 MHz. Keeping the total

number of photons constant, we do our measurement with the following four signals: (i) all the

photons are in the early mode, (ii) all the photons are in the late mode, (iii) the photons are in

an equal superposition of early and late modes with a phase difference of 0 (called ’+’ state), and

(iv) the photons are in an equal superposition of early and late modes with a phase difference of

π (called ’-’ state). The resulting probe phase shifts, averaged for each pulse sequence over 1000

repetitions, are plotted in Fig. 4.9, which also includes the phase shift measured without a signal

pulse. We find that, within experimental uncertainty, the phase shifts are the same irrespective of

the signal state, and that they clearly differ from the phase shift measured without any signal.

Next, we need to verify that our measurement preserves the signal state. The variation of

the signal due to the interaction with the probe is assessed as follows: for early and late signal

states we measure the pulse heights in the wrong time bin, normalized to the sum of the pulse

heights in both bins. For the superposition states, we pass the signal through an unbalanced fibre
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interferometer whose arm-length difference corresponds to 18.3 ns travel-time difference. Using

a piezoelectric transducer in one arm of the interferometer, we set its phase to obtain maximum

constructive interference in one output, and record the normalized pulse heights in the other (the

wrong) output. All measurements are done twice — once before, and once after the signal is

submitted to the cross-phase interaction. Differences in the results indicate the perturbation of

the signal due to the measurement. As shown in Fig. 4.10, we find close to no change due to

the cross-phase interaction, except for |e〉. Increased errors in |e〉 are likely due to free induction

decay after the signal pulse excites remaining thulium atoms inside the pit, and would disappear

with better hole burning. As the decay happens after absorption, only |e〉 is affected. Errors for

the superposition states are caused by imperfections in the interferometer, and are hence similar

with and without the measurement. Thus we conclude that our scheme measures the presence of a

time-bin qubit without revealing, nor modifying, its state.
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Chapter 5

Conclusion and outlook

Our proof-of-principle demonstration confirms the two key features of our proposal: (i) that we

obtain the expected cross-phase modulation, and (ii) that the signal is not modified due to our

measurement. However, a lot remains to be done to non-destructively detect qubits encoded into

individual photons. This would entail increasing the phase-shift per photon from the current value

of about 1 nrad. The first step towards this end could be to reduce the interaction cross section area.

We expect that, using for example a small-diameter ridge waveguide, the phase sensitivity can be

increased by more than a factor of 100. Additionally, the ratio between the radiative lifetime γ and

the detuning ∆ has to be increased beyond its current value of 8.1 kHz/(2π×65 MHz)∼2×10−5.

This ratio can in principle approach one percent.

However, reducing the detuning to maximize γ/∆ comes with the unwanted effects of increas-

ing off-resonant absorption of the signal in the AFC increasing the noise due to decay from excited

atoms, and decreasing the bandwidth of the signal. However, as we discussed in Chapter. 3, these

problems can be overcome in a configuration in which the population in the excited state (populated

through the absorption of the strong probe in the AFC) is temporarily transferred to an auxiliary

level, and in which the signal passes many times through the spectral pit during the storage of

the probe. This makes it possible to increase the detuning and thus reduce the absorption of the

signal without decreasing the total phase shift experienced by the probe. For instance, we antici-

pate non-destructive measurement to be feasible using an AFC with teeth of optical depth 30 [35]

and signal photons of half a MHz bandwidth that interact approximately 900 times with the stored

probe, which corresponds to the use of a moderate-finesse cavity. With these improvements, the

phase shift per photon could thus be as large as 0.1 mrad, which would allow single-shot detection

of individual photons [48].
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We emphasize that the cross-phase interaction in rare-earth-ion doped crystals is straightfor-

ward to generalize to multiple spectral channels, as demonstrated in the context of AFC-based

optical quantum memory [38], which can extend over a total bandwidth of hundreds of GHz [41].

We also note that the present approach should allow the development of a standard (destructive)

photon-number-resolving detector, for which the limitations imposed by signal loss and noise are

less severe.

We believe that an improved version of our proof-of-principle demonstration will soon allow

first destructive, and then non-destructive, single shot detection of photons. This will open the path

to more efficient use of precious probabilistic resources, such as entangled photons, in advanced

applications of quantum communication. Furthermore, it will allow the heralded generation of

photon-number states, including entangled states, that do not contain often detrimental admixtures

of undesired photons as, e.g., in widely-used spontaneous parametric down-conversion [49].
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Appendix A

Appendix

A.1 Cross-phase modulation due to signal

The total Hamiltonian that governs the dynamics due to the presence of the signal field is given by

Ĥtot = Ĥ0 + Ĥint =
N

∑
j=1

h̄ω
j

geσ
j

ee + ĥ j
int, (A.1)

where

ĥ j
int =−h̄g

√
L

2πc

∫
dω âωeiωz j/c

σ̂
j

eg +H.c.. (A.2)

The transition frequency of the jth atom is ω
j

eg, and the atomic coherence and population operators

are denoted by σ̂
j

νν ′ = |ν〉
j〈ν ′|, where ν ,ν ′ = {g,e}. âω is the anihilation operator for signal field

modes and the single photon coupling is given by g = µeg

√
ωs

2h̄εV , where ωs is the central frequency

of the signal, and the transition dipole moment is µeg = 〈e|d ·εεεs|g〉. Throughout this analysis, we

assume that ωp = ω0, where ω0 is the central frequency of the AFC.

We use the collective atomic operators that are defined in Eqs. 3.4, 3.5 and 3.6 to re-write the

interaction Hamiltonian in Eq. A.2. This results in

Ĥint =−h̄g
N

∑
j=1

√
L

2πc
eiωp(t−z j/c)

∫
dω âωeiωz j/c

σ̂
j

ege−iωp(t−z j/c)+H.c., (A.3)

which leads to

Ĥint =−h̄g
∫

dznz(δ )ei∆(t−z/c)Ês(z, t)σ̂eg(z, t;δ )+H.c, (A.4)

where

Ês(z, t) =

√
L

2πc
eiωs(t−z/c)

∫
dω âωeiωz/c, (A.5)

nz(δ )dz = Nz(δ ),
∫

dznz(δ ) = N(δ ) and ∆ = ωp−ωs is the detuning between the signal and probe

fields.
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Using the effective interaction Hamiltonian we derive the dynamical equation for the collective

atomic polarization.

˙̂σ eg(z, t;δ ) =
i
h̄

[
Ĥ0 + Ĥeff

int , σ̂eg(z, t;δ )
]
+

∂ σ̂eg(z, t;δ )

∂ t
.

This leads to

˙̂σ eg(z, t;δ ) = iδ σ̂eg(z, t;δ )+
2ig2

∆

(
Ês(z, t)Ê †

s (z, t)+H.c.
)

σ̂eg(z, t;δ ), (A.6)

and consequently

σ̂eg(z, t = T2;δ ) = eiδ teiΦ̂σ̂eg(z, t = T1;δ ), (A.7)

where

Φ̂ =
∫ T2

T1
dt ′ 2g2

∆

(
Ês(z, t ′)Ê †

s (z, t
′)+ Ê †

s (z, t
′)Ês(z, t ′)

)
. (A.8)

A.2 Signal loss

To analyze the signal loss, we treat the signal propagation using the Maxwell equation as follows(
∂z +

n
c

∂t

)
Ês(z, t) =

µ0ω2
0 µeg

2k0
∑
δ

N(δ )

V
σ̂eg(z, t;δ ), (A.9)

where k0 =
nω0

c . Given that the equations governing the single-excitation wave functions are the

same as the Maxwell-Bloch equations, for evaluating the signal loss, we take Fourier transform

of the Maxwell-Bloch equations for single-excitation wavefunctions. As a result the output signal

wave function in the frequency domain is given by

Ẽs(z,ω)|z=L = eiksχ(ω)LẼs(z = 0,ω), (A.10)

where

χ(ω) =
1
ks

(
−nω

c
+

µ0ω2
0 µeg

2k0
∑
δ

N(δ )

V
iµeg/2h̄

i(ω− (∆ +δ ))− γ

)
, (A.11)

and ks =
nωs

c . The imaginary part of χ(ω) determines the loss. We can simplify the above expres-

sion by assuming ∆ � Γ , where−Γ /2 < δ <Γ /2. In addition, the loss is expected to be uniform

39



over the signal field spectrum when its bandwidth is smaller than the detuning (∆ � 1/τs). This

results in a rather simple expression for the imaginary part of the response function, χ(ω). For

∆ � γ , it is given by

Imag(χ(0)) =
1
ks

1
16π

Ngλ 2
0 γ2

n2V ∆ 2 . (A.12)

Therefore, the intensity loss for the signal field can be derived from

|E (L,ω)|2 = e−ζ L|E (0,ω)|2, (A.13)

where

ζ L =
1

8π

Ngλ 2
0

n2A
γ2

∆ 2 . (A.14)
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