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Abstract

Quantum circuits based only on matchgates are able to perform nontrivial (but not univer-

sal) quantum algorithms. Because matchgates can be mapped to non-interacting fermions,

these circuits can be efficiently simulated on a classical computer. One can perform universal

quantum computation by adding any nonmatchgate parity-preserving gate, implying that

interacting fermions are natural candidates for universal quantum computation. Most work

to date has focused on Majorana fermions, which are difficult to realize and manipulate

in the laboratory, despite the advantage of topologically protecting quantum information.

We instead show that universal quantum computation can be implemented using interact-

ing spinless (spin-polarized) fermions and further propose a scheme for achieving universal

quantum computation with the Hubbard model, which may be realized in the laboratory

based on current experimental techniques.
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Chapter 1

Introduction/Overview of Thesis

Proposed by Richard Feynman in 1982 [1], a quantum computer harnessing the power of

quantum-mechanical phenomena, such as entanglement and superposition promises to solve

certain problems much more quickly than a classical computer that is constructed by capac-

itors and transistors. For instance, prime number factorization using Shor’s algorithm on

a quantum computer is proved to be much more efficient than any currently known algo-

rithms executed on a classical computer [2], in the sense that the number of gates required

to perform the algorithm scales more efficiently with the size of the input on a quantum

computer. This poses a threat to the current widely-used cryptosystem known as RSA.

The past few decades have witnessed the rapid theoretical and experimental development of

quantum computing. Different platforms for implementing a quantum computer have been

proposed, such as trapped ions [3], linear optics [4], quantum dots [5] and circuit QED [6].

Each has its own advantages and disadvantages [7].

In this thesis, we explore the idea of building a quantum computer based on a different

platform: using interacting fermions. In this Chapter, I will provide a brief overview of the

central concepts to be discussed in the thesis to guide readers through how to construct such

a quantum computer. Details on all of these topics will be reviewed throughout the thesis.

Matchgates, first proposed by Valiant, are a special class of two-qubit quantum gates

that can perform nontrivial quantum algorithms but are not universal [8]. Quantum circuits

composed of these quantum gates defined in the context of graph theory can be efficiently

simulated on a classical computer. In contrast, the well-known Clifford gates [9,10], though

also classically simulatable in polynomial time, have no overlap with matchagtes. Matchgates

can be extended to universal quantum computation (UQC) by adding the SWAP operation
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and this is further generalized to any parity-preserving nonmatchgate unitary [11, 12]. A

similar argument is also applicable to Clifford gates: quantum universality occurs when any

other gate that is not a Clifford gate is added.

It has been shown that matchgates physically correspond to non-interacting fermions in

one dimension, meaning that non-interacting fermions are also classically efficiently simulat-

able [13–15]. Perhaps this is not surprising, because the wave function for non-interacting

fermions can be characterized by a determinant which is computable in polynomial time on

a classical computer. Additionally, Terhal and Divincenzo demonstrated that the efficient

classical simulatability of non-interacting fermions still remains even with adaptive measure-

ments in the computational basis which is encoded in the presence and absence of a fermion

in the mode [13]. This result is in a remarkable contrast with the linear optical quantum

computing scheme known as the KLM scheme, where non-interacting bosons together with

post-selection suffice to achieve universal quantum computation [4]. Fascinatingly, if the

previous measurement scheme is modified to the case where qubits are encoded in the spin

states while measurements are performed on spatial locations of fermions, non-interacting

fermions would be elevated to universal quantum computation [16].

Nevertheless, non-interacting bosons are not classically efficiently simulatable due to the

fact that their wavefunction is described by the permanent, which is #P-hard [17]. This is

closely tied to the boson sampling problem which is an intermediate model between quantum

universality and efficient classical simulatability [18]. It tells us that the sampling of bosonic

probability distributions, where bosons are scattered by a linear-optical network, is hard to

simulate on a classical computer because the complexity of determining the permanent is

#P-hard. However, the situation with interacting bosons compared to the case of fermions is

ironically reversed when we try to approximate the ground states. It is possible to efficiently

compute the approximate ground state of bosons efficiently on a classical computer using

quantum Monte Carlo methods [19]. In contrast, it is shown to be NP-hard to find the
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approximate ground state of interacting fermions due to the sign problem [20], where given

a desired error, the computing time grows exponentially with the number of fermions in the

system.

The fermionic nature of matchgates plus the ability to extend the framework to UQC im-

ply that interacting fermions could be natural candidates for universal quantum computation.

In fact, it has been shown that UQC is possible with interacting Majorana fermions [21,22]

where quantum information is topologically protected. Majorana fermions have the ad-

vantage of being free from errors, but it is extremely difficult to realize these fermions in

the laboratory. So far few experiments have unequivocally observed Majorana fermions, let

alone control and manipulate them precisely [23, 24]. That said, there is a large current

experimental push toward topological quantum computation with Majorana fermions [25].

Motivated by the issues mentioned above, in this thesis I only study conventional fermions,

demonstrating that interacting fermions with just nearest neighbor (n.n.) interactions suffice

to implement UQC. However, in the laboratory, realizing and controlling n.n. interactions is

not an easy task. Therefore, we further consider spin-1/2 fermions, investigating interactions

within a family of Hubbard Hamiltonians, i.e. on-site interactions, to find all the experimen-

tally realizable conditions to allow for UQC and discuss the possibility of adapting current

experimental techniques to implement our proposal.

My thesis is organized as follows. In Chapter 2, I will begin this thesis by giving an

introduction to universal quantum computation, talking about some basic and important

concepts in quantum computation. In Chapter 3, I will review the basics of graph theory,

mainly including the perfect matching and the Pfaffian which give rise to the matchgate

theory and provide an overview of linking matchgates to universal quantum computation.

Next, in Chapter 4, I will talk about the physics underlying non-interacting fermions, showing

its close relation to matchgates and then provide some background for the tight binding(TB)

approximation and the well-known Hubbard model. Chapter 5 presents the proposals for
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universal quantum computation based on interacting fermions, discussing all the practical

criteria for constructing such a quantum computer. Finally, Chapter 6 contains discussion

about the potential implementation of proposed scheme via current experimental techniques

and the outlook of this work.
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Chapter 2

Universal quantum computation

In this chapter, I will give a brief introduction to quantum computation, discussing some

basic definitions such as quantum bits (qubits), quantum gates, and the quantum circuit

model for quantum computing, all of which lay the foundation for the work in this thesis.

The introduction is partly based on Ref. [26] to which I refer readers for more detailed

discussions.

2.1 Quantum bits

In a classical computer, information is presented by classical bits which can take on either

the state 0 or 1. A classical bit can be physically implemented by one of two levels of

DC voltage. However, the basic unit representing information on a quantum computer is

called the quantum bit (qubit) which is the quantum analogue of the classical bit. It is

implemented in a two-level quantum system, which makes a striking difference from the

classical implementation, i.e. two levels of DC voltage. According to quantum mechanics, a

two-level quantum system allows the general state of a qubit to be a coherent superposition

of 0 and 1 so it can be written as

α |0〉+ β |1〉 , (2.1)

where |0〉 , |1〉 are the basis state of a qubit and the basis set {|0〉 , |1〉} is referred to as the

computational basis and α and β are probability amplitudes. According to the Born rule,

the probability of being on state |0〉 is |α|2 and being on |1〉 is |β|2. In addition, these two

probabilities must satisfy the following equation:

|α|2 + |β|2 = 1. (2.2)
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In fact, both α and β can be complex, which means that the information contained in this

general state also includes the relative phase of α and β.

As I mentioned above, α and β actually contain four parameters but are also constrained

by the conservation of probability, i.e. Eq. (2.2). This would give us two free parameters so

they can be written as:

α = cos
θ

2
,

β = eiϕ sin
θ

2
,

(2.3)

where θ and ϕ are real numbers, defining a point on a unit three dimensional sphere called

Bloch sphere as shown in Fig. (2.1) (Cf. Figure 1.3 of Reference [26]). A general qubit

becomes:

cos
θ

2
|0〉+ eiϕ sin

θ

2
|1〉 . (2.4)

Figure 2.1: The figure shows how a qubit is represented on the Bloch sphere with the
probability amplitude α = cos θ

2
and β = eiϕ sin θ

2
and the North pole and South pole stand

for states |0〉 and |1〉 separately.

This is the Bloch representation of a qubit. It is often used to visualize the state of a

single qubit. For classical bits, they are either in the North or South pole of this sphere,

whereas qubits are able to cover any point on this sphere.

6



2.1.1 Multiple qubits

Classically, if we have two bits, the possible states would be 00, 01, 10 and 11. Likewise,

we can define the basis for two qubits to be |00〉 , |01〉 , |10〉 , |11〉. Similar to the single-qubit

case, two qubits can be in the coherent superposition of all these four quantum states with

corresponding probability amplitude associated to each basis state. The following is a general

two-qubit quantum state:

|ψ〉 = α1 |00〉+ α2 |01〉+ α3 |10〉+ α4 |11〉 , (2.5)

where all these four coefficients are complex amplitudes. One can imagine that if we have a

general n-qubit quantum state, it would have 2n computational basis states, taking the form

like:

|ψ〉 =
∑

x1x2···xn

αx1x2···xn |x1x2 · · · xn〉, (2.6)

where xk can take on either 0 or 1. Indeed this could be gigantic even if n is just several

hundred, so storing such a quantum state on a classical computer is out of the question.

2.2 The quantum circuit model

In the classical computation, we have plenty of classical gates among which the NOR or

NAND gates are universal. This means any Boolean function can be implemented merely

by either of these two types of logic gates. Analogous to classical circuits, quantum circuits

should also be composed of quantum gates to be able to execute arbitrary algorithms. In this

section, I will introduce some elementary one and two-qubit gates and discuss the universality

of them.

2.2.1 Single-qubit gates

The number of classically nontrivial single bit gates is highly restricted to just one type.

It is the NOT gate which maps bit 0 to 1 and 1 to 0, basically flipping bits. Its quantum
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analogy-quantum NOT gates must also be capable of mapping a general single qubit state

α |0〉 + β |1〉 to α |1〉 + β |0〉. In order to find this gate, let us first write this quantum state

as a vector: [
α

β

]
. (2.7)

The quantum NOT gate shall perform the following operation on this quantum state:

X

[
α

β

]
=

[
β

α

]
. (2.8)

It is easy to solve this equation to obtain this matrix X

X =

(
0 1

1 0

)
. (2.9)

This matrix is the desired quantum NOT gate. Moreover, it satisfies XX† = X†X = I,

meaning that it is unitary. In fact, all quantum gates are unitary operations. This comes

from the fact that the amplitudes of a general single-qubit state is constrained by Eq. (2.2).

The X gate is very important because it is actually one of the so-called Pauli matrices:

I =

(
1 0

0 1

)
, X =

(
0 1

1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0

0 −1

)
. (2.10)

These Pauli matrices are of great importance and interest because they are not only unitary

but also Hermitian. The unitary matrices generated from the exponentiation of Pauli ma-

trices play a significant role in quantum gates. They are called rotation operators, given as

follows:

RX(θ) = e−iX
θ
2 = cos(

θ

2
)I − i sin(

θ

2
)X,

RY (θ) = e−iY
θ
2 = cos(

θ

2
)I − i sin(

θ

2
)Y,

RZ(θ) = e−iZ
θ
2 = cos(

θ

2
)I − i sin(

θ

2
)Z.

(2.11)

where I is the identity matrix and θ is a real number. It turns out that any 2 × 2 unitary

matrix can be written in terms of just two of these three rotation matrices:

Usq = eiφRX(θ1)RZ(θ2)RX(θ3), (2.12)
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where sq stands for single-qubit, φ is just a global phase that has no observable effect and

θ1, θ2 and θ3 are real numbers. This unitary Usq is a generic matrix that maps a single-qubit

state to any other single-qubit state. In Fig. 2.1, this implies that any point on the Bloch

sphere can be reached by applying this unitary operation. That is why it is often referred

to as an arbitrary single-qubit rotation. What it does is to rotate a unit vector pointing to

the Bloch sphere to point to another point on the sphere.

Let us check a very special case of the rotation operator, RY (π
2
). If we work this out, it

becomes:

RY (
π

2
) =

1√
2

(
1 1

1 −1

)
. (2.13)

This gate is called the Hadamard gate H. It maps the state |0〉 to |0〉+|1〉√
2

and the state |1〉

to |0〉−|1〉√
2

. The Hadamard gate can be simply understood on the Bloch sphere that it rotates

the state |0〉 by π/2 to the positive x axis and the state |1〉 by π/2 to the negative x axis.

2.2.2 Two-qubit gates

Just as in classical computation, where two-bit gates play an important role in computing an

arbitrary classical function, such as NOR gate, two-qubit gates are also crucial in executing

quantum algorithms, most importantly in forming the universality for quantum computation

about which I will talk more later in the section. A two-qubit gate that is vital to many

schemes for quantum computation is the CNOT gate. If written in the computational basis,

it would be:

CNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 . (2.14)

It only flips the second qubit when the first one is in the state |1〉, which is why it is called

controlled NOT gate conventionally but more precisely speaking, it is the CX gate because

the X gate is for qubits while NOT gate is only for bits. Here, the first qubit serves as a

controller based on the state of which, the X gate is applied to the second qubit. Let us
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apply it to a two-qubit state to see what would happen:

CNOT[(α |0〉1 + β |1〉1)⊗ (γ |0〉2 + δ |1〉2)]

= αγ |00〉+ αδ |01〉+ βδ |10〉+ βγ |11〉 .
(2.15)

One could notice that the resulting two-qubit state can no longer be written as the tensor

product of two single-qubit states regardless of the values that α, β, δ and γ could take.

Mathematically, it is characterized as follows:

|ψ1〉 ⊗ |ψ2〉
CNOT
===⇒ |ψ′〉 6= |ψ′1〉 ⊗ |ψ′2〉 . (2.16)

This kind of quantum states are referred to as entangled state as apposed to the states called

product state which can be decomposed into the product form of two single-qubit states.

The CNOT gate here serves as an entangler to generate the entanglement between two

single-qubit states. Once, two qubits are entangled, they no longer can be treated separately

but should be regarded as the whole. This is one of many amazing implications of quantum

mechanics. Besides, entanglement is responsible for many surprises in quantum computation

such as quantum teleportation [27].

There are many other two-qubit gates worth mentioning, one of which is the CZ gate:

CZ =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 . (2.17)

It only maps state |11〉 to − |11〉 while leaving other states untouched, conditioned on the

state of the first qubit only. The CZ gate is just an special case of the controlled phase gate

when the phase is set to be π. Different from the CNOT gate, the CZ gate entangles two

qubits simply by changing the sign of the state |11〉 and it can be generated from the CNOT

gate and single-qubit gates:

CZ = (I ⊗H)CNOT(I ⊗H), (2.18)
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where H is the Hadamard gate and I is the identity gate. Via the conjugation of H, the

CNOT is transformed to the CZ gate.

Finally, I would like to introduce another powerful two-qubit gate, the SWAP gate. In

computational basis, it is defined as:

SWAP =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 . (2.19)

It swaps two qubits. We can easily check this out

SWAP[(α |0〉1 + β |1〉1)⊗ (γ |0〉2 + δ |1〉2)]

= αγ |00〉+ αδ |10〉+ βδ |01〉+ βδ |11〉

= (γ |0〉2 + δ |1〉2)⊗ (α |0〉1 + β |1〉1).

(2.20)

This gate is powerful and useful in some cases. However, it can also be produced by applying

three CNOT gates consecutively but with one in the middle reversed:

SWAP = CNOT12CNOT21CNOT12, (2.21)

where the second CNOT gate is reversed to become the first qubit controlled by the second

qubit.

2.2.3 Universal set of gates

In classical computation, it is known that any Boolean function can be computed on a

classical computer just using gates from the set {NOT,AND,OR} or {NAND} itself, so

these sets of gate are universal for classical computation [26]. For quantum computation, a

similar principle can be applied to it but is more complicated. If we intend to achieve any

arbitrary unitary operation exactly, it would require an infinite set of quantum gates, which

is practically impossible. Therefore, one has to approximate the desired unitary operation

to arbitrary accuracy ε. Let us also give a mathematical definition of ε-approximation of a

given unitary operation U :
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Definition 2.2.1. (Cf. Definition 2.1 of Reference [28]). An arbitrary unitary operation

V, possibly comprising a sequence of quantum gates, provides an ε-approximation to a given

unitary transformation U if

||U − V || .= sup
||ψ||=1

||(U − V ) |ψ〉 || < ε, (2.22)

The sup stands for the supremum norm. It means that when running over all possible

normalized input states |ψ〉, the greatest magnitude would be less than the given error ε.

Let us give the definition of universal set of gates:

Definition 2.2.2. (Cf. Definition 4.3.1 of Reference [29]). A set of gates G is said to be

universal if for any integer n ≥ 1, any n-qubit unitary operator can be approximated to

arbitrary accuracy ε by a quantum circuit using only gates from that set.

Quantum universality could be implemented by any two-qubit entangling gate that acts on

any pair of qubits when assisted by single-qubit gates [30–33]. There are many choices of

universal gate sets, such as {single-qubit gates, CNOT} and {single-qubit gates, CZ } etc.

These universal sets can be simplified via replacing single-qubit gates with just two single-

qubit rotations, RX and RZ , as discussed in Eq. (2.12). Moreover, these two single-qubit

rotations could be replaced by set {H,S, T} [26], where T = RZ(π
4
) and S = RZ(π

2
) up to a

global phase, and H is the Hadamard gate. Thus, {H,S, T,CNOT} is a universal set of gates,

which is frequently used in experiments. Due to the difficulty in physically implementing

a two-qubit entangling gate that acts on any pairs of qubits, the n.n. condition may be

imposed, thus the SWAP gate is needed to bring qubits that are further away to the n.n.,

but its absence shall not effect the universality as we could recall from Thm (2.2.1).

Another important question is raised: How many gates from a universal set does one

need to approximate a given n-qubit unitary operation? Or in other words, what is the

depth of approximating this unitary operation? It is given by the Solovay-Kitaev Theorem:
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Theorem 2.2.1. (Cf. Reference [26]). Given a universal set of gates G, any unitary op-

eration on n qubits can be ε-approximated using O(n24n logc n
24n

ε
) gates from the set, where

c = lim
δ→0,δ>0

(2 + δ).

The detailed proof can be found in Ref [28]. This important theorem tells us that as long

as the number of qubits is fixed, the target circuit scales as the polylogarithm of the desired

accuracy, giving us an efficient approximation. The exponential scale in the number of qubits

can be attributed to the fact that a ‘largest’ gate from a given universal set could only act

on n′ qubits whereas the unitary operations that we desire to approximate should act on n

qubits, where n > n′ for all n. Thus one could imagine that as n grows, the dimension of the

space that these gates are supposed to act on increases exponentially, but the gates from a

given universal set remain unchanged size-wise.

Additionally, one also needs to consider how quickly are we able to find the ε-approximated

break down of any n-qubit unitary operation, i.e. the constructability of such an approxi-

mating sequence of gates? It turns out that it is also efficient to construct such a sequence

of gates to approximate a given n-qubit gate if the total number of qubits n is fixed [28,32].

The running time for such a construction varies, depending on if any ancilla qubits and

what specific universal set of gates are used in the procedure but typically, it scales poly-

logarithmically with the inverse of error ε.

2.3 The quantum circuit model of computation

So far, I have already discussed quantum data registers (qubits), the basic components of

constructing a quantum computer, and universal sets of gates. Let us glue these pieces

together to see how exactly a quantum computer works based on the circuit model:

1. State preparation: An input quantum state |ψ〉 can be prepared at the beginning:

|ψ〉 = |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉 , (2.23)
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where xn ∈ {0, 1} are known as the computational basis states.

2. Performing any unitary operation: If there are n qubits in total, quantum gates

are required to be applied to any subset of them to implement any desired unitary evolution.

This can be done by any universal set of gates as was discussed previously.

3. Measurement of the output state: Measurements would be performed on the

output state in the computational basis.

This description is the quantum generalization of the classical circuit model. In fact, there

are other computational models proposed for implementing universal quantum computation.

These models include measurement-based quantum computation (MBQC) [34], topological

quantum computation [35] and adiabatic quantum computation (AQC) [36], all of which

are essentially equivalent to the quantum circuit model. Moreover, this thesis is primarily

concerned with building a quantum computer by constructing quantum gates for UQC.
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Chapter 3

Matchgates-based universal quantum computation

In this chapter, I start with reviewing some basic definitions in graph theory, such as per-

fect matchings and Pfaffians. The discussion is partly based on Valiant’s paper [8], which

introduces matchgates, and talks about the properties that matchgates possess, particularly

the efficient classical simulatability. Finally, I will move on to matchgate-based universal

quantum computation, discussing how this special class of quantum gates can be elevated

to UQC.

3.1 Perfect matchings and Pfaffians

Before introducing perfect matchings and some other relevant concepts, let me first give

a mathematical definition of a weighted and undirected graph: A weighted and undirected

graph G is a triple G(V,E,W ), where V is a set of vertices, E is a set of edges and W is a set

of weights, each weight w(i, j) corresponding to the edge (i, j) ∈ E. The perfect matching is

defined as follows. In a connected graph G, with an even number 2k of vertices, a matching

is perfect if it contains k edges and these k edges share no vertices. Below is an illustration

of the perfect matchings:

Figure 3.1: The illustration of the perfect matchings in a connected graph. In total, there
are three perfect matchings in the graph labeled by three different colors.
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Another important mathematical concept is called the Pfaffian, which is based on the

perfect matchings. The Pfaffian is a sum of all possible perfect matchings in a graph, with

each perfect matching modified by the parity of the number of overlapping pairs. Consider

the graph above as an example to explain how the Pfaffian works. There are three different

perfect matchings in the graph, w(1, 2)w(3, 4), w(1, 4)w(2, 3), and w(1, 3)w(2, 4). In order

to see their connecting relationships more clearly, one may use Chord diagrams:

Figure 3.2: This Chord diagram shows the relationships between all the perfect matchings
in the graph. Apparently, there no overlaps between first two perfect matchings but there is
one overlap in the last perfect matching

This graph’s Pfaffian can be written as:

Pf(G) = w(1, 4)w(2, 3) + w(1, 2)w(3, 4)− w(1, 3)w(2, 4), (3.1)

where the minus sign in front of the last term is rising from one overlap (odd parity) be-

tween the perfect matching w(1, 3)w(2, 4). So far, I illustrated the Pfaffian in the graphical

context whereas in fact it has a mathematical root in the determinant. For each graph

G = G(V,E,W ), where V = {1, 2, · · · , n} there is an n × n skew-symmetric matrix C

associated with it, where each entry is defined as:

w(i, j) if i < j,

−w(i, j) if i > j, and

0 otherwise.

(3.2)
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The skew-symmetric matrix of the graph in Fig 3.1, then takes the following form:

C =


0 w(1, 2) w(1, 3) w(1, 4)

−w(1, 2) 0 w(2, 3) w(2, 4)

−w(1, 3) −w(2, 3) 0 w(3, 4)

−w(1, 4) −w(2, 4) −w(3, 4) 0

 . (3.3)

The determinant of this matrix is:

det(C) = (w(1, 4)w(2, 3) + w(1, 2)w(3, 4)− w(1, 3)w(2, 4))2. (3.4)

where the terms inside the bracket corresponds to the Pfaffian in Eq. (3.1). These two

representations of the Pfaffian, (mathematically and graphically) are equivalent. In addition,

the Pfaffian of an n × n matrix C is zero if n is odd, because matrix C is anti-symmetric,

giving the following facts for odd-dimension matrices:

det(C) = det(CT ) = det(−C) = (−1)ndet(C) = −det(C). (3.5)

This conclusion could be easily understood graphically that any graph that has odd number

of vertices fails to make perfect matchings. Hence, these two representations are consistent.

Since the Pfaffian is the square root of the determinant of the associated skew-symmetric

matrix C, i.e. Pf(C)2 = det(C), it can be computed on a classical computer in a polynomial

time, O(n2.373), n = 2k.

Underpinned by the Pfaffian, the Pfaffian sum is graphically defined as a sum of the

Pfaffians of all possible sizes

PfS(G) =
∑
S

Pf(G− S) (3.6)

where S ⊆ T , T is a set of omittable nodes in the graph G. Let us again take the graphs

in Fig 3.3 as an example to illustrate this. Here, node 2 is omittable, thus giving us the

following Pfaffian sum of the graph G:

PfS(G) = Pf(G) + Pf(G̃), (3.7)

where G̃ is called the deleted graph, which is generated after taking away the node 2 from

the graph G in Fig. 3.3. Obviously, Pf(G̃) = 0 because it has an odd number of vertices.

17



Hence, in this case, PfS(G) = Pf(G). The Pfaffian sum can further be transformed to the

Pfaffian of a different graph so the efficient classical simulatability can be applied to the

Pfaffian sum as well [8].

Figure 3.3: The complete graph G has each edge assigned the corresponding weight and a
set of omittable nodes is chosen as T = {2}. The input node is X = {1} and output node is
Y = {4}. The deleted graph G̃ is produced after taking away the node 2 from the graph G.

3.2 Matchgates

With these basic graph theory definitions, I shall introduce a special class of gates for sim-

ulating quantum gates by what Valiant calls matchgates. A matchgate Γ is a quadruple

(G,X, Y, T ) where G(V,E,W ) is a graph, X ∈ V is a set of input vertices, Y ∈ V is a set

of output vertices, and T ∈ V is a set of omittable vertices such that (i) X, Y and T are all

disjoint, and (ii) T is between X, Y [8].

X ∪ Y are called external nodes. For Z ⊆ X ∪ Y , the character matrix χ(Γ, Z) of a

matchgate is defined as:

χ(Γ, Z) = µ(Γ, Z)PfS(G′) (3.8)

where: (a) G′ = (V − Z,E ′,W ′) is the graph where E ′ is the remaining edges that have

both endpoints in V − Z, and W ′ are the corresponding weights of edges E ′. (b) µ(Γ, Z)

is called modifier, depending on the parity(-1 or +1) of the number of overlaps between E ′

and external edges. I will take the complete graph G in Fig. 3.3 as a concrete example to

illustrate the character matrix. Given omittable vertex {2}, and input {1} and output {4},

the external nodes Z of this graph G would be Z = {1, 4} based on the definition that
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Z ⊆ X ∪Y , giving rise to four terms to form the character matrix. In this case, the modifier

µ(Γ, Z) is always +1 because the number of crossings between the external edges that are

have an endpoint in external nodes {1, 4} and internal matching edges is zero. Hence, we

obtain the following entries of the character matrix:

a = χ(Γ, ∅) = w(2, 3)w(1, 4)− w(1, 3)w(2, 4) + w(1, 2)w(3, 4),

b = χ(Γ, {1}) = w(3, 4),

c = χ(Γ, {4}) = w(1, 3),

d = χ(Γ, {1, 4}) = w(2, 3).

Then the character matrix can be written as:

χ(Γ, Z) =


∅ 4

∅ a c

1 b d

 (3.9)

where the row stands for the input and the column stands for the output. The Eq. (3.9) is

called a 1-input, 1-output matchgate with input either ∅ or in node 1, and output either ∅

or in node 4. It is simply a gate because a, b, c, d can stand for transition amplitudes from

one input state to other output state.

The dimension of the character matrix depends on the number of external nodes. For a

graph with 2-input and 2-output nodes, a 4× 4 character matrix is obtained. This is what

is called a 2-input and 2-output matchgate. From now on, despite the disparity between the

character matrix and matchgate, in this thesis I refer to matchgates as character matrices. It

is straightforward to generalize to the k-input and k-output matchgate, the character matrix

of which is a 2k × 2k matrix.

Based on the definition of the character matrix, i.e. Eq. (3.8), it is clear that each

entry in the character matrix can be efficiently computed on a classical computer, with the

complexity upper bounded by O(n2.373), where n is the number of nodes in the graph used
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to construct corresponding character matrix. For a 2-input, 2-output matchgate, a graph

with 6 nodes is required to simulate such a matchgate but its character matrix must satisfy

Valiant’s five matchgate identities [8]. They arise from the Grassmann-Plucker identity that

can be traced back to the properties of the Pfaffian [37]. These constraints limit matchgates

to take a specific form. Before diving into the details about the specific form that these

matchgates could take, I would like to tie matchgates to quantum gates.

For 1-input, 1-output matchagte, this connection is bridged by designating those two

possible inputs as {∅} = |0〉 , {1} = |1〉 where {∅} and {1} represent no input and a input

in node 1 respectively1. By convention, one would choose rows as outputs and columns as

inputs so more precisely, we also need to transpose this character matrix to make it a one-

qubit gate. Thus, any single-qubit quantum gate can be achieved by choosing the weights

properly to obtain the desired a, b, c, d; even non-unitary gates could be constructed through

this character matrix. Therefore, the class of single-qubit matchgates encompasses the class

of single-qubit gates.

Regarding the 2-input and 2-output matchgates, one would simply perform the same

technique via assigning all four possible inputs as {|00〉 , |01〉 , |10〉 , |11〉} to transform them

to 2-qubit matchgates. Due to the restriction arising from the five identities underpinned by

the Grassmann-Plucker identity in the Pfaffian [37], they take the following form:

G(A,B) =


A11 0 0 A12

0 B11 B12 0

0 B21 B22 0

A21 0 0 A22

 (3.10)

where det(A) = det(B) and A,B ∈ U(2). These matchgates are character matrices con-

structed by corresponding graphs and each entry here in this matrix corresponds to the

entry in the character matrix, i.e. Eq. (3.8). Thus, these two-qubit matchgates can be used

to simulate certain two-qubit quantum gates and they form a special class of quantum gates

1Alternatively, one could consider that {∅} and {1} represent ‘absence’ and ‘presence,’ respectively, to

make contact with fermionic field theory, discussed in detail in Chapter4.
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that are classically efficiently simulatable. One more thing to notice here is that the even-

parity subspace {|00〉 , |11〉} and odd-parity subspace {|01〉 , |10〉} are completely decoupled.

The quantum states that one could produce using matchgates are not trivial states, that is

to say not product states but have entanglement. According to the main theorem in Ref. [8],

if two-qubit matchgates that take the form as Eq. (3.10) act on nearest neighbor qubits, any

quantum circuit composed of them can be classically efficiently simulated. Immediately a

question arises: under what conditions can matchgates be elevated to the universal quantum

computation? This will be explored and discussed in the next section.

3.3 Extending matchgates to universal quantum computation

In this section, I would like to talk about how matchgates can combined with other gates to

achieve universal quantum computation.

Valiant’s main theorem restricts two-qubit matchgates to act only on n.n. qubits. It is

reasonable to ask that what would happen if we relax this restriction? In fact, the negative

answer was given by the results in Ref. [13] that the quantum circuit consisting of matchgates

G(A,B) that could act upon any pair of qubits is still classical efficiently simulatable, which

I will discuss in details in next section. Interestingly, Jozsa and Miyake claimed that simply

by adding SWAP operations, n.n. matchgate circuits would be elevated to achieve universal

quantum computation [11]. I would like to talk about how UQC can be achieved by two-qubit

matchgates plus the SWAP gate.

They use a quadrupled number of qubit lines to encode the logical basis states |0〉L and

|1〉L. The encoding scheme is |0〉L = |0000〉 and |1〉L = |1001〉. As shown in Fig. 3.4, in

such encoding scheme, the encoded one-qubit gate may be implemented using the following

allowed n.n. matchgates:

G(Z,X)12G(Z,X)34G(A,A)23G(Z,X)12G(Z,X)34. (3.11)

The gate G(Z,X) maps |0000〉 to |0000〉 and |1001〉 to |0110〉, which moves the quantum
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information encoded on line 1 and 4 to 2 and 3. The gate G(A,A)23 gate is then applied

to lines 2 and 3 to perform arbitrary single-qubit operation A. This single-qubit rotation

is achieved due to the fact that the logical qubits after the gate G(Z,X) are in {|00〉 , |11〉}

subspace of lines 2 and 3. In the end, we move them back via applying the same gates

G(Z,X). The left diagram in Fig. 3.4 (Cf. Figure 1 of Reference [11]) is the demonstration

of how the encoded single-qubit gate works.

Figure 3.4: The diagrams show how an arbitrary single-qubit gate and n.n. CZ gate are
implemented based on the encoding scheme taken here. The n.n. CZ operation is equivalent
to applying a sequence of allowed n.n. matchgates and the SWAP gate in the right diagram.
Together, they form the universality.

Regarding implementing encoded two-qubit entangling gates, the n.n. CZ gate is chosen

to complete the universality of quantum gates. In order to perform universal quantum com-

putation, one needs to entangle any pair of qubits, not just qubits in the nearest neighbor.

However, having n.n. CZ gate is sufficient to entangle qubits further away as discussed in

Sec. 2.2.3. As shown in the right diagram in Fig. 3.4, to apply the CZ gate to two n.n. logical

qubits, one simply applies it to the crossover lines of these two consecutive logical qubits.

This is because the general two-logical qubit state encoded on these 8 lines is spanned by

|00〉L = |00000000〉 , |01〉L = |00001001〉 , |10〉L = |10010000〉 , |11〉L = |10011001〉 .

(3.12)

Looking at the crossover lines, i.e. 4 and 5, one could realize that they also form a complete
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two-qubit basis. So, the applied CZ gate is

CZ45 = G̃(Z, I) = G(H,H)G(X,X)G̃(I,X)G(H,H) (3.13)

where it is decomposed into some n.n. matchgates and an nonmatchgate gate G̃(I,X) which

is nothing but the SWAP operation. Therefore, universal quantum computation can be

performed by n.n. matchgates and the SWAP operations. The SWAP is not matchgate

because det(I) = −det(X).

However, the conclusion that adding the SWAP gate to n.n. matchgates would perform

UQC is paraphrased in their paper as applying a sequence of matchgates that can at most

act on the next n.n. qubits [11], that is to say, the relaxation of the nearest neighbor to the

next nearest neighbor allows for universal quantum computation. This statement is incorrect

because regardless of the SWAP operation, the crossover lines 4, 5 always remain nearest to

each other so the role that the SWAP gate plays here is not to swap the quantum information

from one wire to another but to break matchgate formalism by being a nonmatchgate gate.

Therefore, one may wonder if is it possible that the gap between n.n. matchgates and

universal quantum computation can be bridged by any nonmatchgate gate. It turns out

that this is possible if these nonmatchgate also preserve the parity [12]. The nonmatchgate

parity-preserving gate takes the same form of any regular matchgate in Eq. (3.10) but is not

restricted by the rule of having the same determinants for the odd-parity and the even-parity

submatrices. According to Brod and Galvao’s results, this kind of gate can take the form:
cos(a′ − b′)eic′ 0 0 i sin(a′ − b′)eic

0 cos(a′ + b′)e−ic
′

i sin(a′ + b′)e−ic
′

0

0 i sin(a′ + b′)e−ic
′

cos(a′ + b′)e−ic
′

0

i sin(a′ − b′)eic′ 0 0 cos(a′ − b′)eic′

 . (3.14)

As long as c′ 6= 0, it is always a nonmatchgate parity-preserving gate. Obviously, the SWAP

gate is in this category, which serves as a hindsight that the previous results could be

generalized to any nonmatchgate parity-preserving gate.

Different encoding schemes may be used to implement universal quantum computation.
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Distinct from the quadruple encoding where logical qubits are |0〉L = |0000〉 and |1〉L =

|1001〉, one of the alternatives would be that each logical qubit is encoded in the even-parity

subspace of two physical qubits:

|0〉L = |00〉 , |1〉L = |11〉 . (3.15)

This encoding, employed by Brod and Galvão [12], saves more physical resources than the

quadruple encoding where four physical qubits are used to encode each logical qubit. Based

on this scheme, the single-qubit rotation is easy to implement. We just need to apply the

matchgate G(A,A) to the logical qubits directly. Since the quantum information is encoded

in the even-parity subspace, matchgate G(A,A) performs the single-qubit operation in the

even-parity subspace. Because a general two-qubit state encoded on these 4 lines is spanned

by:

|00〉L = |0000〉 , |01〉L = |0011〉 , |10〉L = |1100〉 , |11〉L = |1111〉 , (3.16)

the implementation of n.n. CZ gate is achieved by applying it to the crossover lines of two

logical qubits, i.e. physical qubits 2 and 3. The CZ gate acting on line 2 and 3 can be written

as:

CZ23 = G(H,H)G(X,X) SWAPG(H,H) (3.17)

This is the same as the scheme of implementing the n.n. CZ gate in quadruple encoding, i.e.

Eq. (3.13). If one replaces the SWAP gate by the nonmatchgate parity-preserving gate in

Eq. (3.14), the implemented entangling gate becomes:
ei(a

′−b′+c′) 0 0 0

0 ei(a
′+b−c′) 0 0

0 0 −ei(−a′−b′−c′) 0

0 0 0 −ei(−a′+b′+c′)

 . (3.18)

It is a nonmatchgate parity-preserving gate because c′ 6= 0. The actual entangling gates,

applied to entangle two logical qubits, are controlled-phase gates. Assisted by single-qubits

gates, these two-qubits entangling gates are able to achieve UQC.
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Matchgates can be elevated to UQC if any nonmatchgate parity-preserving gate is added,

which is similar to the Clifford gates where UQC is achieved when any gate that is not a Clif-

ford gate is added. The long-held conclusion that the relaxation of n.n. matchgates to next

n.n. matchgates could perform UQC is wrong, even this is further relaxed to matchgates that

could act on any pair of qubits. This is because the matchgate formalism is not dependent

on qubit lines. Other than the encoding schemes discussed above, one could adopt another

one to perform matchgate-based UQC, which I would talk about in Chapter 5 where the

odd-parity subspace encoding is considered to achieve universal quantum computation using

interacting fermions.

25



Chapter 4

Fermions

In this chapter, I will start by giving a brief introduction to second quantization and the

well-known tight-binding model. I will then discuss the connections between matchgates and

non-interacting fermions in a one-dimensional lattice, showing that matchgates defined in

the context of graph theory are physically equivalent to non-interacting fermions. Hence, a

quantum circuit based on non-interacting fermions is also efficiently classically simulatable.

Finally, the famous Hubbard model is introduced.

4.1 Second quantization

The notations in this section are mostly based on Ref. [38]. In a quantum system consisting

of many particles such as bosons or fermions, it is hard to characterize the quantum state

of this system using wavefunctions due to the fact that these quantum particles are indis-

tinguishable. The wavefuntions for bosons and fermions are different, the former satisfying

the symmetrised property while the latter is antisymmetrised because when two fermions

are swapped, there should appear a minus sign. For example, if we have two non-interacting

fermions, the wavefunction in the position representation takes the form:

Ψ(r1, r2) =
1√
2

(ψ1(r1)ψ2(r2)− ψ2(r1)ψ1(r2))

=
1√
2

∣∣∣∣∣ψ1(r1) ψ1(r2))

ψ2(r1) ψ2(r2)

∣∣∣∣∣ ,
(4.1)

where ψi(rj) corresponds to a single-particle wavefunction labeled by quantum number i, for

a particle j at position rj. The determinant is referred to as a Slater determinant, used for

characterizing the antisymmetry of fermionic wavefunctions. The generalization of the two-

particle state above to the N -particle state is quite straightforward, and takes the following
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form:

Ψ(· · · , ri, · · · , rj, · · · ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ1(r2) . . . ψ1(rN)

ψ2(r1) ψ2(r2) . . . ψ2(rN)
...

...
. . .

...

ψN(r1) ψN(r2) . . . ψN(rN)

∣∣∣∣∣∣∣∣∣∣
(4.2)

where the factor 1√
N !

is the normalization of this quantum state because there are N ! ways

of permuting N particles, each with equal probability. In contrast, the wavefunction for

an N -particle state of bosons is a matrix permanent instead of the determinant, which is

the signless version of the determinant. Since determinants are efficient to evaluate on a

classical computer whereas permanents are in #P, non-interacting fermions are classically

efficiently simulatable but non-interacting bosons are not. It becomes very cumbersome to

write the Slater determinant for large N , as the number of terms grows exponentially in

N ; it is curious therefore that nevertheless the (signed) sum of terms can nevertheless be

found efficiently on a classical computer. Instead, the second quantization notation is used

to simplify this representation.

In second quantization, particles are treated as excitations of a quantum field; that is to

say, instead of writing out all the eigenstates of particles as wavefunctions, one writes the

many-particle quantum state in terms of the occupation numbers of particles in different

modes. This is known as the occupation number representation and the space spanned by

these occupation numbers is called Fock space. For example, if one fermion (boson) is in

mode k and the other one is in mode l, this many-particle state can be written as:

|Ψ〉k,l = |0, · · · , 0, 1︸︷︷︸
k

, 0, · · · , 0, 1︸︷︷︸
l

, 0, · · · , 0, · · ·〉 (4.3)

where 0 represents no particle there and 1 stands for one particle (fermion/boson) in mode

k and l. This state is called the Fock basis state and the total vacuum state is the state that

has no particle, which is often denoted as |∅〉.

Another way of looking at the state above is that operators a†k and a†l have been applied
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to create such two particles in these two modes:

|Ψ〉k,l = a†ka
†
l |∅〉 . (4.4)

These are known as creation operators and there are operators that destroy corresponding

modes in the state, which is the conjugate of the creation operator known as the annihilation

operator. In this case, they are ak and al. In fact, the antisymmetry of fermions is captured

by the relations of the fermionic creation and annihilation operators, known as the anti-

commutation relations:

{ak, al} = 0, {a†k, a
†
l} = 0, {ak, a†l} = δkl, (4.5)

where the bracket {} is called the anti-commutator, defined as {O,P} = OP + PO. In

contrast, the symmetry of bosons is captured by the commutation relations of the bosonic

creation and annihilation operators:

[ak, al] = 0, [a†k, a
†
l ] = 0, [ak, a

†
l ] = δkl, (4.6)

where the bracket [ ] is called the commutator, defined as [O,P ] = OP − PO. According

to the Pauli exclusion principle, at most one fermion could occupy one mode unless more

degrees of freedom are introduced such as spin. This directly follows from the second anti-

commutation relation in Eq. (4.5):

{a†k, a
†
k} = 2a†ka

†
k = 0, (4.7)

from which, we immediately obtain a†ka
†
k |∅〉 = 0. Whereas for bosons, one mode can be

occupied by an arbitrary number of bosons. This can be observed from the commutation

relation [a†k, a
†
l ] = 0, which poses no constraint on the number of bosons in each mode.

It becomes convenient to express a general N -particle quantum state in second quanti-

zation; for instance, the state in Eq. (4.2) would be compactly written as:

|Ψ〉 = a†1a
†
2 · · · a

†
N−1a

†
N |∅〉 (4.8)
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where |∅〉 is the total vacuum state. Moreover, observables can also be represented more

concisely in second quantization. An n-qubit operator Ô is typically written as:

Ô =
2n∑
i,j=1

Oij |i〉 〈j|, (4.9)

but in second quantization formalism where the Fock basis is chosen, i.e. where kets and

bras are replaced by fermionic creation and annihilation operators, it becomes:

Ô =
∑
i,j

Oija†iaj. (4.10)

where Oij = 〈i| Ô |j〉. Instead of mapping a basis to another basis, the second quantization

formalism allows a particle to be annihilated in a mode and created in another mode. In this

sense, both representations are equivalent. Mathematically, one can transform Eq. (4.10) to

Eq. (4.9) by sandwiching Eq. (4.10) with two identities:

IÔI =
∑
k

|k〉 〈k|(
∑
i,j

Oija†iaj)
∑
l

|l〉 〈l|. (4.11)

This can be further written as:

IÔI = Ô =
∑
i,j

∑
k,l

Oij |k〉 〈k| a†iaj |l〉 〈l|. (4.12)

The term 〈k| a†iaj |l〉 survives only when k = i, l = j. Hence, Eq. (4.12) is simplified to

Eq. (4.9). The second-quantized representation can also be applied to two-particle observ-

ables, among which the ubiquitous two-particle interactions are of great importance. In the

first-quantized notation, a two-particle observable is written as:

Ô′ =
2n∑

i,j,k,l=1

O′ijkl |ij〉 〈kl|, (4.13)

where O′jikl = 〈ij| Ô′ |kl〉. In the second-quantized representation, it becomes:

O′ =
∑
i,j,k,l

O′ijkla
†
ia
†
jakal. (4.14)

I would like to refer readers to Ref. [38,39] for the rigorous derivations.
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4.2 Tight binding model in one dimension

This section covers an important application of second quantization that is widely used

in condensed matter physics, known as the tight binding model. The introduction in this

section is based on Ref. [40], to which I refer readers for more detailed discussions.

Figure 4.1: The diagram shows a chain of equally spaced atoms in a crystal, each of which
is labeled as its own quantum state |k〉. The electrons can move along this chain but are
restricted to the neighboring atoms under the tight-binding approximation with the hopping
amplitude −J

.

As the picture shown in Fig. 4.1, let us first consider a chain of atoms, each of which has

just one atomic orbital at each site in the one-dimensional crystal lattice and the distance d

between two neighboring atoms is the same. The electrons would move through the crystal

by hopping between nearest-neighboring sites. Each localized atomic orbital is labeled as

|k〉 , n = 1, 2, · · · , N to represent the basis states, which are equivalent to a set of orthogonal

functions localized at different sites, i.e. a site basis. We assume that all these orbitals are

orthogonal to one other, i.e.

〈k|l〉 = δlk. (4.15)

The general state of the electron can be written as:

|ψ〉 =
∑
l

cl |l〉. (4.16)

The time-independent Schrödinger equation for this quantum state is:

Ĥ |ψ〉 = E |ψ〉 (4.17)
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and we can simplify it further by inserting Eq. (4.16) and sandwiching it 〈k| from the left:

〈k| Ĥ
∑
l

cl |l〉 = 〈k|E
∑
l

cl |l〉. (4.18)

Applying the completeness of the basis states, i.e. Eq. (4.15), it becomes:

∑
l

Hklcl = Eck, (4.19)

where Hkl = 〈k| Ĥ |l〉. Assuming the Hamiltonian only couples nearest neighbor sites while

leaving sites that are further away decoupled, one obtains:

Hkl = 〈k| Ĥ |l〉 =



ε0 k = l,

−J k = l ± 1,

0 otherwise,

(4.20)

where ε0 is the energy of having an electron at a site, often consisting of two parts, εatom +

V0 which are the energies of the atom at that site and a local potential there and −J is

the hopping term responsible for the electrons to hop between nearest neighbor sites so

sometimes, it is often called the hopping amplitude. Here, the lattice is uniform so ε0 is

the same for all sites but generally speaking, it could vary, depending on the lattice site.

Therefore, it can be written as εl.

If we combine these three terms together, we obtain:

Hkl = 〈k| Ĥ |l〉 = ε0δkl − J(δk,l+1 + δk,l−1). (4.21)

Note that the hopping term is −J is negative because it arises from the fact that the hop-

ping is tied to the mean value of the kinetic energy operator − ~2
2m
∇2 sandwiched by the

wavefunctions belonging to the n.n. sites, which is always negative.

If we write this Hamiltonian in the second-quantized representation, it takes the following

form:

ĤTB = ε0

N∑
i

a†iai − J
∑
〈i,j〉

(a†iaj +H.c), (4.22)

31



where the local potential ε0 is often written as −µ and usually is negative. I also refer readers

to Ref. [39] for the rigorous derivations of this model in the second-quantized notation.

Though simple, this model can be used to explain many physical phenomena such as

crystal band structure and is the foundation of the Hubbard model.

4.3 Wick’s theorem

In quantum field theory, Wick’s theorem is frequently used to evaluate the expectation value

of a string of creation and annihilation operators sandwiched by the vacuum state |∅〉,

by reducing them to the sums of vacuum expectation values of products of pairs of these

operators [38, 39]. It can be written as follows:

〈0|A1...A2n |0〉 =
∑

(±1)p〈Ai1Aj1〉...〈AinAjn〉, (4.23)

where the sum runs over all possible permutations of all indices 1...2n and p is the number

of permutations that take 1...2n to i1, j1...in, jn. The sign ±1 is determined by the types of

creation and annihilation operators. If they are fermionic, it takes −1 otherwise it takes +1

for bosonic operators. It is clear that unless there are even number of operators in total,

this expectation value is always zero, implying that all these operators must be perfectly

matched (paired).

Recalling the Paffian discussed in Sec. 3.1, one notices that the Pfaffian actually cor-

responds to taking quadratic (pairwise) contractions of fermionic expectation values, i.e.

Wick’s theorem. Here, contractions simply mean calculating the expectation value of each

pair of fermionic operators. For instance, the Pfaffian in Eq. (3.1) corresponds to applying

Wick’s theorem to four fermionic operators:

〈0|A1A2A3A4 |0〉 = 〈A1A2〉〈A3A4〉 − 〈A1A3〉〈A2A4〉+ 〈A1A4〉〈A2A3〉, (4.24)

where A1, A2, A3, A4 are fermionic operators. In Ref. [13], a similar technique is applied to

evaluating the probability that a certain subset of output is obtained with a given input in
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a non-interacting fermionic quantum circuit on n fermionic modes. This is shown to be the

Pfaffian of a matrix associated with the corresponding subset of output and the given input,

which can be computed in poly(n) time classically. Thus, non-interacting fermions are also

efficiently simulatable classically. Perhaps this is not surprising, because they are described

by Slater determinants as mentioned previously and it is easy to generalize to more particles

to be efficiently computed. This is closely related to the efficient classical simulation of

fermionic linear optics [13–15].

More important for this thesis, matchgates can be directly constructed through non-

interacting fermions. Let us first consider a two-mode fermionic gate. The Hamiltonian can

be written as:

Ĥij = −µia†iai − µja
†
jaj − tija

†
iaj − tjia

†
jai, (4.25)

where −tij is the hopping strength corresponding to the fermion hopping from jth site to

ith site, and −µi,−µj are the local potential at site i and j. Here, the n.n. restriction is not

imposed. This Hamiltonian corresponds to non-interacting fermions hopping between two

modes/sites i and j, and an energy offset at a given site. We use inputs |x1〉 = |∅〉 , |x2〉 =

a†i |∅〉 , |x3〉 = a†j |∅〉 , |x4〉 = a†ia
†
j |∅〉 as the Fock basis, which form a complete basis so we

have the following equation:

I =
4∑

k=1

|xk〉 〈xk|. (4.26)

This allows us to write the Hamiltonian in Eq. (4.25) as:

IĤijI = Ĥij =
4∑
k,l

|xk〉 〈xk| Ĥij |xl〉 〈xl| . (4.27)

Then the term 〈xk| Ĥij |xl〉 corresponds to the matrix element on kth row and lth column so

let us calculate them out explicitly. When k = l = 1, we have:

〈x1| Ĥij |x1〉 = 〈∅| Ĥij |∅〉 = 0. (4.28)

This is because an annihilation operator acting on the vacuum state gives us zero. Thus,

one can imagine that all the elements in the first row and the first column are just zeros
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since we always have unbalanced creation and annihilation operators. For instance, when

k = 1, l = 2, one has:

〈x1| Ĥij |x2〉 = 〈∅| Ĥija
†
i |∅〉 =− µi 〈∅| a†iaia

†
i |∅〉 − µj 〈∅| a

†
jaja

†
i |∅〉

− tij 〈∅| a†iaja
†
i |∅〉 − tji 〈∅| a

†
jaia

†
i |∅〉

=0.

(4.29)

Every term above is just zero because each contains three creation and annihilation operators,

i.e. unbalanced, resulting in zero as they are sandwiched by the vacuum state. However, for

k = l = 2, one obtains:

〈x2| Ĥij |x2〉 = 〈∅| aiĤija
†
i |∅〉 =− µi 〈∅| aia†iaia

†
i |∅〉 − µj 〈∅| aia

†
jaja

†
i |∅〉

− tij 〈∅| aia†iaja
†
i |∅〉 − tji 〈∅| aia

†
jaia

†
i |∅〉

=− µi.

(4.30)

Only the first term survives. The second term contains the annihilation operator aj that can

be pushed through a†i to directly act on the vacuum state because they commute according

to Eq. (4.5). Thus, it is zero and the same is true for the third term. As for the last term,

one could notice that the creation operator a†i creates a fermion in mode i first but the

annihilation operators ai annihilates it twice subsequently so still it is zero. Applying the

same principle, other matrix elements are found to be:

〈x2| Ĥij |x3〉 = −tij, 〈x3| Ĥij |x2〉 = −tji,

〈x3| Ĥij |x3〉 = −µj, 〈x4| Ĥij |x4〉 = −µi − µj.
(4.31)

The rest of unwritten elements are all zeros as the annihilation and creation operators are

also unbalanced in these matrix elements. Therefore, this Hamiltonian becomes the following

block-diagonal matrix:

Hij =


0 0 0 0

0 −µi −tij 0

0 −tji −µj 0

0 0 0 −µi − µj

 , (4.32)
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where each block corresponds to a fixed particle number. Now, after taking the exponential

of this matrix, we obtain the evolution matrix:

e−iHij =


1 0 0 0

0 b22 b23 0

0 b32 b33 0

0 0 0 ei(µi+µj)

 (4.33)

where the middle block is the exponential of the corresponding block in the Hamiltonian. In

order to show that this gate is a matchgate, we need to prove

det

∣∣∣∣∣b22 b23

b32 b33

∣∣∣∣∣ = ei(µi+µj). (4.34)

Using Jacobi’s identity det(esB) = eTr(sB) where s is a scalar and B is a matrix, one imme-

diately obtains:

det

∣∣∣∣∣b22 b23

b32 b33

∣∣∣∣∣ = e
−iTr

(
−µi −tij
−tji −µj

)
= ei(µi+µj). (4.35)

Therefore, this gate is a matchgate.

If one adds two more terms to the Hamiltonian above, it would become:

Ĥ ′ij = −µia†iai − µja
†
jaj − tija

†
iaj − tjia

†
jai + t̃ijaiaj + t̃∗jia

†
ja
†
i , (4.36)

where the two extra terms allow a pair of fermions at site i and j to be created and annihilated

with strength t̃ij ∈ Z. This breaks the conservation of particle number but still preserves

the parity. It is similar to the mean-field Hamiltonian for a superconductor [38]. In the same

basis as above, this Hamiltonian can be expressed as the matrix:

H ′ij =


0 0 0 t̃ij

0 −µi −tij 0

0 −tji −µj 0

t̃∗ji 0 0 −µi − µj

 , (4.37)

then taking the exponential of it, we obtain:

e−iH
′
ij =


a11 0 0 a14

0 b22 b23 0

0 b32 b33 0

a41 0 0 a44

 , (4.38)
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where the submatrices a and b (expressed in terms of the coefficients aij and bij, respectively)

are the exponentials of the corresponding submatrices in the Hamiltonian because the odd

and even-parity subspace are decoupled, resulting in decoupled unitaries. Applying Jacobi’s

identity to the submatrix b, one obtains:

det(b) = ei(µi+µj). (4.39)

Because the inclusion of off-diagonal elements t̃ij and t̃∗ji have no effect on the determinant

of the exponential, i.e. submatrix a, according to Jacobi’s formula. One also obtains:

det(a) = ei(µi+µj). (4.40)

Therefore, one ends up getting:

det(a) = det(b), (4.41)

which demonstrates that this gate is also a matchgate.

Hamiltonians like the one in Eq. (4.36) that involves general quadratic interactions can

always be written in a new set of Hermitian operators as:

Ĥ ′ =
i

4

∑
k,l

αklckcl, (4.42)

where ck, cl are known as Majorana fermions, defined as follows:

c2i = ai + a†i , c2i+1 = −i(ai − a†i ). (4.43)

One can notice that these operators are Hermitian, i.e. c2i = c†2i and c2i+1 = c†2i+1. Thus,

a Majorana fermion is its own antiparticle. Majorana fermions obey the following anticom-

mutation relations:

{ck, cl} = 2δkl. (4.44)

Applying this anticommutation relation, Eq. (4.42) can rewritten as:

Ĥ ′ =
i

4

∑
k 6=l

αklckcl, (4.45)
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where all terms proportional to identity is ignored. The hermiticity of the Hamiltonian

requires that Im(αkl) = Im(αlk) so typically, the matrix α is chosen to be real and anti-

symmetric. Non-interacting Majorana fermions are also shown to be classically efficiently

simulatable in Ref. [13] where the Wick’s theorem is used again to evaluate the probability of

partial sampling of the output. Because the general non-interacting fermionic Hamiltonian

can be simply written in the quadratic form, i.e. Eq. (4.45), the unitary arising from this

type of Hamiltonian is always a Gaussian operation, which serves as the hindsight that

non-interacting fermions is classically poly-time computable [11, 41].

In fact, the encoding schemes discussed in Sec. 3.3 have already implied that the physical

carriers are Majorana fermions because the quantum information is encoded in even-parity

subspace where the parity is preserved but the conservation of particle numbers breaks.

Furthermore, it was originally shown by Bravyi and Kitaev that UQC can be implemented

with interacting Majorana fermions [21]. The elevation of non-interacting Majorana fermions

to UQC is achieved by four-Majorana particle interactions. Although quantum information

is topologically protected using Majorana fermions, it is very challenging to realize these

particles in the laboratory, let alone control and manipulate them. Thus, a question is raised:

Is it possible to just use conventional interacting fermions to achieve UQC? This question

will be answered in next chapter.

4.4 Introduction to the Hubbard model

The tight-binding model is a good approximation for the description of the motion of free

electrons in materials that have crystalline structures. However, it fails to consider the in-

teractions between these huge number of electrons moving in the atomic lattice. In reality,

the interactions could be short or long-range. Thus, some simplified models based on certain

approximations were developed, among which one of the most important is the Hubbard

model [39]. It describes spin-1/2 fermions (for example electrons) hopping from one site to
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the nearest neighbor sites in the lattice and only interacting with other fermions when occu-

pying the same sites, which is often referred to as on-site interaction. According to Pauli’s

exclusion principle, two fermions that are able to occupy the same site must have different

spins so the on-site interaction is only non-zero when spin-up and spin-down fermions are at

the same site.

More specifically, in the second-quantized notation, the Hamiltonian of this model can

be written as:

ĤHubbard = −J
∑
〈i,j〉,σ

(a†i,σaj,σ +H.c) + g

N∑
i

ni↑ni↓, (4.46)

where σ indicates the spin projection of the fermion, g is the on-site interaction strength,

and niσ = a†i,σai,σ is the number operator for a spin-σ fermion. We should notice that this

Hamiltonian would not flip spin and also preserves the particle number in the system. The

rigorous derivation of this model can be found in Ref. [39].

The Hubbard model is a good approximation for electrons in a lattice that has a periodic

potential when the temperature in the lattice is sufficiently low that all electrons are in the

lowest Bloch band and long-range interactions can be neglected as compared to shot range

interactions between electrons. Nonetheless, the Hubbard model is only an approximation

in a real material due to impurities, phonons, long-range interactions, etc. Optical lattices

for ultracold atomic Fermi gases have been proposed as a potentially ideal environment [42]

simulating the Hubbard model. Free from impurities, phonons and uncontrollable long-range

interactions, an optical lattice is a periodic EM field, formed by the interference of coun-

terpropagating monochromatic laser beams for trapping neutral atoms. By adjusting the

well depth and periodicity (by adjusting the laser intensity and geometry), the Hubbard

model can be well simulated and studied in optical lattices [43]. In principle, engineering

the landscape of the optical lattice could play an important role in achieving the specific

goal of quantum simulation and quantum computing with ultracold atoms but an on-going

challenge is cooling two-component fermions in optical lattices to very low temperatures [44].
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Chapter 5

Universal quantum computation with interacting

fermions

In previous chapters, I have reviewed that n.n. matchgates plus any nonmatchgate parity-

preserving gate would perform UQC and the physics of non-interacting fermions under the

tight-binding model is corresponding to the evolution of n.n. matchgates. Together, this ac-

tually implies that interacting fermions could have potential to implement universal quantum

computation, analogous to how adding parity-preserving nonmatchgates can lead to UQC,

as discussed in Sec. 3.3. In this chapter, I will describe two schemes for introducing interac-

tions between fermions which may achieve universal quantum computation via successfully

implementing single-qubit and CZ gates.

5.1 Interacting spin-polarized fermion quantum computer

This section presents how universal quantum computation can be achieved via interacting

spinless fermions, by encoding logical qubits in the odd-parity subspace of two physical

qubits. The interaction needed here is between nearest neighbors, which may require using

dipolar atoms with external electric field to control the interaction strength. Although, this

scheme demands extra efforts to be workable, it still offers a potential way forward for

achieving UQC.
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5.1.1 Single-qubit operations

Recalling the Hamiltonian and unitary for two-mode non-interacting spinless fermions, Eq. (4.32),

one can encode logical qubits in the odd-parity subspace:

|0〉L = |10〉 , |1〉L = |01〉 . (5.1)

Physically this represents the mode a fermions occupies. Nevertheless, these two modes here

are nearest neighbors. Conventionally, one would encode as |0〉L = |01〉 , |1〉L = |10〉, whereas

it is more natural if the fermion on the left site is encoded as logical qubit |0〉L and on the

right site as |1〉L. Previously, the encoding schemes discussed in the Sec. 3.3 adopt the even-

parity subspace encoding [11, 12], which requires using Majorana fermions. However, this

encoding scheme here only require using conventional fermions because the particle number

is also preserved.

Physically, one would have the one-dimensional optical lattice shown in Fig. 5.1 where

the red dots represent fermions loaded in the lattice, each only spreading across two sites.

This lattice consists of multiple half-filled double-wells, which correspond to the encoding

scheme above. These logical qubits are encoded in the spatial modes so there might be an

issue that the quantum information encoded here could leak out if these fermions hop to

other sites than just stay in the double-well. However, the picture in Fig. 5.1 shows that each

double-well is separated from another by a high potential barrier to prevent leakage from

one double well to another. If we just look at sites 1 and 2, the Hamiltonian corresponding

to it becomes:

H12 =

(
−µ1 −t12
−t21 −µ2

)
(5.2)

where −t12 = −t21 = −J12 ∈ R<0 stands for the hopping strength between site 1 and 2,

which are taken to be positive real numbers, and −µ1,−µ2 ∈ R<0 stand for local potentials

at sites 1 and 2. This Hamiltonian cane be rewritten as:

H12 =

(
−µ1 −J12
−J12 −µ2

)
= −J12X +

−µ1 + µ2

2
Z +

−µ1 − µ2

2
I, (5.3)
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where X,Z,I are Pauli matrices. The unitary rising from this Hamiltonian is:

U12 = e−iH12t = e−i(−J12X+
−µ1+µ2

2
Z+
−µ1−µ2

2
I)t, (5.4)

where t is the evolution time. Recalling from Sec. 2.2.1, we know that an arbitrary single-

qubit operation is expressed as:

Usq = e−i
θ1
2
Xe−i

θ2
2
Ze−i

θ3
2
X . (5.5)

Hence, by tuning the hopping amplitude −J12 and evolution time t with two local potentials

−µ1 and −µ2 turned off, all X-rotation gates could be implemented, and Z-rotation gates

can be achieved via tuning two local potentials −µ1 and −µ2 and evolution time t with

the hopping amplitude −J12 turned off. As for the the phase triggered by −(µ1 + µ2), (the

contribution from −µ1−µ2
2

I in Eq. (5.3)), it is simply a global phase, resulting in no practical

effect.

Figure 5.1: This diagram presents that each double-well is loaded with a spin-polarized
fermion to encode logical qubits in a one dimensional optical lattice and is separated by
a high potential barrier from one and another. The local potentials at sites 1 and 2 are
labeled as −µ1,−µ2, and the −J12 represents hopping amplitude between site 1 and 2 and
the nearest neighbor interaction between site 2 and 3 is λ.
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5.1.2 Two-qubit entangling gates

In order to perform UQC, we also need to construct a two-qubit entangling gate as discussed

in Sec. 2.2.3. Because our quantum information is encoded in the odd-parity subspace, a

general two-qubit quantum state is spanned by:

|00〉L = |10〉1 ⊗ |10〉2 , |01〉L = |10〉1 ⊗ |01〉2 ,

|10〉L = |01〉1 ⊗ |10〉2 , |11〉L = |01〉1 ⊗ |01〉2
(5.6)

where labelings 1 and 2 stand for logical qubit 1 and 2. Like the scheme employed in Ref. [11],

we simply apply a gate on the crossover sites, i.e. on sites 2 and 3 to perform the desired

operation on two consecutive logical qubits. Among all two-qubit entangling gates, the CZ

gate is chosen to be implemented here. In this encoding scheme, because the logical qubit

basis |11〉L is encoded as |0101〉, applying the CZ gate to logical qubits is equivalent to

performing a gate as follows on crossover lines (sites 2 and 3):

G̃(I, Z) =


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 1

 (5.7)

which is a nonmatchgate parity-preserving gate. It cannot be achieved without introduc-

ing any interactions beween the fermions. Given that we are (so far) considering spinless

fermions, an on-site interaction is not possible due to the Pauli principle. The minimal

interaction model therefore corresponds to nearest neighbors:

Ĥtot = −
∑
i

(t2i−1,2ia
†
2i−1a2i +H.c)−

∑
i

µia
†
iai + λ

∑
i

a†2ia2ia
†
2i+1a2i+1, (5.8)

where the hopping amplitude between wells is zero to prevent the leakage of quantum infor-

mation between double-wells, and the hopping amplitude t2i−1,2i is the hopping amplitude

inside wells. λ stands for n.n. interaction strength between wells. This is the Hamiltonian

governing 1D lattice plotted in the Fig. 5.1. The first sum stands for the hopping inside

double-wells and between wells. The second terms represents the local potentials at each

lattice site and the last one is the introduced n.n. interactions between n.n. double-wells.
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Based on this Hamiltonian, the two-mode Hamiltonian in the context of sites 2 and 3

becomes:

H
(2)
tot =


0 0 0 0

0 −µ3 0 0

0 0 −µ2 0

0 0 0 −µ2 − µ3 + λ

 (5.9)

Our goal is to implement the G̃(I, Z) gate so we need to adjust all these parameters. It

turns out that the easiest case would be that if we set parameters as following:

− µ2 = (2m+ 1)π,−µ3 = 2nπ, λ = (2l + 1)π. (5.10)

where m,n, l ∈ Z. Then, after taking the exponential of the matrix above, i.e. e−iH
(2)
tot , one

obtains:

e−iH
(2)
tot =


1 0 0 0

0 e−i2nπ 0 0

0 0 e−i(2m+1)π 0

0 0 0 e−i2(m+n+1)π

 . (5.11)

This nothing but the gate in Eq. (5.7) thus the n.n. CZ gate is successfully applied to the

logical qubits. It is straightforward and convenient to implement in the lab since this setting

implies that just adjustment of the local potentials and the n.n. interaction strength are

required for performing the n.n. CZ gate. Here time t is ignored in the unitary since it does

nothing but uniformly shifts values of parameters in the Hamiltonian, thus the criteria in

Eq. (5.10) becomes:

− µ2 =
(2m+ 1)π

t
,−µ3 =

2nπ

t
, λ =

(2l + 1)π

t
. (5.12)

The presence of n.n. interaction is indeed the very thing that breaks the matchgate

formalism. However, it is quite interesting that if we set the interaction λ to be λ = 2lπ,

it turns out that the generated quantum gate still remains a matchgate. This means that

fermions with n.n. interactions that take even number of π are also classically efficiently

simulatable. Hence, the λ = 2lπ case can be regarded as the generalization of classically

efficient simulation of non-interacting fermions to interacting fermions. Moreover, if time is
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included in the unitary e−iH
(2)
tot t, the criterion for classical efficient simulation of interacting

fermions becomes λ = 2lπ
t

, allowing more values of λ to be taken due to the shift from time

t.

Therefore, interacting fermions under the evolution governed by the Hamiltonian in

Eq. (5.8), with a judicious setting of parameters, can perform universal quantum computa-

tion. This proposal features turning on and off the tunneling amplitudes inside double-wells

and turning off and on the n.n. interactions between wells. The former is accomplished by

changing the power in the lasers that form the double-well lattice and the later might be

accomplished using dipole-dipole interactions with the application of a local electric field.

Additionally, the read-out of the output state can be carried out via measuring the spatial

modes, i.e. to determine which site a fermion sits in. The imaging and position measurement

of fermionic atoms, such as 40K and 6Li were already successfully achieved in the labora-

tory [45–48]. However, it is still quite challenging to implement this model in the laboratory

due to the difficultly of turning on and off the interactions, which is one of the main draw-

backs to this n.n. interaction proposal. Thus, it is reasonable to explore a more tractable

physical model to see if we are able to achieve UQC under more experimentally realizable

conditions. The following section attempts to address this issue by exploring the well-known

Hubbard model to construct a universal set of quantum gates.

5.2 Universal quantum computation with Hubbard model

This section discusses the possibility of achieving UQC based on the Hubbard model, which

so far may be the physical model that has simplest form for describing interacting fermions

and is also implementable in the lab [44] but it is still very challenging to achieve sufficiently

low temperature for which this model is a good approximation. Previously, I demonstrated

that UQC is possible with spinless interacting fermions with n.n. interactions that break

the formalism of matchgate. In this section, I start by showing the formalism for spin-1/2
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fermions, then I introduce on-site interactions, and finally present the realization of two-

qubit entangling gates based on the Hubbard model. The potential implementation of this

scheme with current experimental techniques on ultracold atomic gases would be discussed

in Chapter 6.

5.2.1 Extending matchgates to spin-1/2 fermions

Since the spin degree of freedom is allowed in the system, the non-interacting Hamiltonian

for spin-1/2 fermions becomes:

Ĥhop,σ = −
∑
〈i,j〉,σ

(tiσjσa
†
iσajσ +H.c)−

∑
i,σ

µiσa
†
iσaiσ. (5.13)

The first term stands for the n.n. hopping for spin-up and spin-down fermions separately.

One may impose that the hopping strengths for different spins are the same but let us keep

it more general by labeling them differently. The second term represents the local potential,

and again we allow a more generic expression via labeling local potentials with spin σ.

Because we intend to explore the Hamiltonian within the context of the Hubbard model,

spin flips are not allowed in the system, i.e. both the spin projection and number of fermions

are preserved.

In Sec. 4.3, it was shown that the evolution of spin-polarized non-interacting fermions

can be mapped to matchgates. Let us now investigate this generalized Hamiltonian to see if

it is also equivalent to the formalism of matchgate. Consider the two-mode Hamiltonian:

Ĥ
(2)
hop,σ = −

∑
σ

(t1σ2σa
†
1σa2σ +H.c)− µ1σa

†
1σa1σ − µ2σa

†
2σa2σ. (5.14)

Based on this Hamiltonian, the complete basis is 16-dimensional so that we can write this

Hamiltonian as a 16 × 16 matrix, analogously to the 4 × 4 one discussed in Sec. 4.3. Fur-

thermore, due to the number-preservation, this Hamiltonian can be written as a direct sum

of Hamiltonians with different total particle number:

H
(2)
hop,σ = H0 ⊕H1 ⊕H2 ⊕H3 ⊕H4, (5.15)
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where Hk corresponds to the k-particle Hamiltonian. The dimensions of these Hamiltonians

depend on the number of possible particles in each case. Therefore, the Hamiltonian H
(2)
hop,σ

becomes:

H
(2)
hop,σ =


H0

H1

H2

H3

H4

 (5.16)

where the empty elements are zero. They take the following forms:

H0 = 0

H1 =




−µ1↑ −t1↑2↑ 0 0 |1 ↑〉
−t2↑1↑ −µ2↑ 0 0 |2 ↑〉

0 0 −µ1↓ −t1↓2↓ |1 ↓〉
0 0 −t2↓1↓ −µ2↓ |2 ↓〉

H2 =





−µ1↑ − µ1↓ 0 −t1↓2↓ −t1↑2↑ 0 0 |1 ↑ 1 ↓〉
0 −µ1↑ − µ2↑ 0 0 0 0 |1 ↑ 2 ↑〉

−t2↓1↓ 0 −µ1↑ − µ2↓ 0 0 −t1↑2↑ |1 ↑ 2 ↓〉
−t2↑1↑ 0 0 −µ1↓ − µ2↑ 0 −t1↓2↓ |2 ↑ 1 ↓〉

0 0 0 0 −µ1↓ − µ2↓ 0 |1 ↓ 2 ↓〉
0 0 −t2↑1↑ −t2↓1↓ 0 −µ2↑ − µ2↓ |2 ↑ 2 ↓〉

H3 =




−µ1↑ − µ1↓ − µ2↑ 0 −t1↓2↓ 0 |1 ↑ 2 ↑ 1 ↓〉
0 −µ1↑ − µ1↓ − µ2↓ 0 −t1↑2↑ |1 ↑ 1 ↓ 2 ↓〉

−t2↓1↓ 0 −µ1↑ − µ2↑ − µ2↓ 0 |1 ↑ 2 ↑ 2 ↓〉
0 −t2↑1↑ 0 −µ1↓ − µ2↑ − µ2↓ |2 ↑ 1 ↓ 2 ↓〉

H4 = (−µ1↑ − µ2↑ − µ1↓ − µ2↓). |1 ↑ 2 ↑ 1 ↓ 2 ↓〉

(5.17)

If the evolution under this Hamiltonian can also be mapped to the matchgate formalism, the

unitary Uhop,σ = e−iH
(2)
hop,σ 1 must be written as a tensor product of two matchgates; that is:

Uhop,σ = e−iH
(2)
hop,σ

?
= G↑ ⊗G↓, (5.18)

where Gσ corresponds to the matchgate associated with spin σ. This is equivalent to showing

that the Hamiltonian H
(2)
hop,σ can be written as the Cartesian product:

H↑ ⊗ I↓ + I↑ ⊗H↓ (5.19)

1The evolution time t is ignored here because it just globally shifts all parameters in the Hamiltonian.
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which ensures

G↑ = e−iH↑ , G↓ = e−iH↓ . (5.20)

First, let us write out the specific form of H↑ ⊗ I↓ and I↑ ⊗H↓

H↑ ⊗ I↓ =


0 0 0 0

0 −µ1↑ −t1↑2↑ 0

0 −t2↑1↑ −µ2↑ 0

0 0 0 −µ1↑ − µ2↑

⊗


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 (5.21)

and

I↑ ⊗H↓ =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⊗


0 0 0 0

0 −µ1↓ −t1↓2↓ 0

0 −t2↓1↓ −µ2↓ 0

0 0 0 −µ1↓ − µ2↓

 . (5.22)

With these matrices, we are able to compare the matrix H↑⊗ I↓+ I↑⊗H↓ to the matrix

in the Eq. (5.16). Expectedly, they end up being the same. In hindsight, the Hamiltonian

H
(2)
hop,σ is separable spin-wise because the Eq. (5.14) already implies that it is non-interacting

spin-wise, thus two spin channels must be independent. Hence, the evolution of spin-1/2

non-interacting fermions can also be mapped to matchgates associated with spin σ, which

can be efficiently simulated on a classical computer.

5.2.2 On-site interactions

Let us now investigate what happens if an on-site interaction is added. The two-mode

Hamiltonian becomes:

Ĥ
(2)
tot,σ = Ĥ

(2)
hop,σ + g

2∑
i=1

a†i↑ai↑a
†
i↓ai↓, (5.23)

where g is the on-site interaction strength. Similar to the non-interacting case, we can write

this Hamiltonian in two 16× 16 matrices corresponding to the hopping term and the on-site

interaction term:

H
(2)
tot,σ = H

(2)
hop,σ +H

(2)
int,σ, (5.24)
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where H
(2)
int,σ takes the following form:

H
(2)
int,σ =


Hint0

Hint1

Hint2

Hint3

Hint4

 (5.25)

where the empty elements are zero and Hintk represents the k-particle on-site interaction

Hamiltonian. They take forms as follows:

Hint0 = 0

Hint1 =




0 0 0 0 |1 ↑〉
0 0 0 0 |2 ↑〉
0 0 0 0 |1 ↓〉
0 0 0 0 |2 ↓〉

Hint2 =





g 0 0 0 0 0 |1 ↑ 1 ↓〉
0 0 0 0 0 0 |1 ↑ 2 ↑〉
0 0 0 0 0 0 |1 ↑ 2 ↓〉
0 0 0 0 0 0 |2 ↑ 1 ↓〉
0 0 0 0 0 0 |1 ↓ 2 ↓〉
0 0 0 0 0 g |2 ↑ 2 ↓〉

Hint3 =




g 0 0 0 |1 ↑ 2 ↑ 1 ↓〉
0 g 0 0 |1 ↑ 1 ↓ 2 ↓〉
0 0 g 0 |1 ↑ 2 ↑ 2 ↓〉
0 0 0 g |2 ↑ 1 ↓ 2 ↓〉

Hint4 = 2g. |1 ↑ 2 ↑ 1 ↓ 2 ↓〉

(5.26)

The proof of separability is the same as the non-interacting one. It is known that H
(2)
hop,σ

can be factorized as H↑ ⊗ I↓ + I↑ ⊗ H↓ so if H
(2)
tot,σ = H

(2)
hop,σ + H

(2)
int,σ can also be likewise

factorized then:

H
(2)
tot,σ

?
= H ′↑ ⊗ I↓ + I↑ ⊗H ′↓. (5.27)

then the interaction Hamiltonian H
(2)
int,σ must then be written as:

H
(2)
int = H ′′↑ ⊗ I↓ + I↑ ⊗H ′′↓ , (5.28)
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where H ′′↑ = H ′↑ −H↑ and H ′′↓ = H ′↓ −H↓.

Because we expect them to have the formalism of matchgate, we can assume that H ′′↑

and H ′′↓ have the following form:

H ′′↑ =


0 0 0 0

0 k1 k2 0

0 k2 k3 0

0 0 0 k1 + k3



H ′′↓ =


0 0 0 0

0 k′1 k′2 0

0 k′2 k′3 0

0 0 0 k′1 + k′3


. (5.29)

Then, one needs to plug these back into Eq. (5.28), permutes the order of all input states to

match with the matrix in Eq. (5.25), and solve all the parameters in matrices H ′′↑ and H ′′↓

for any real number g. It turns out that the only solution corresponds to g = 0, otherwise

all other parameters are 0. This means with on-site interactions, it is not possible to write

the Hamiltonian H
(2)
tot,σ = H

(2)
hop,σ + H

(2)
int,σ as in the Cartesian product form. Hence, we can

claim:

e−iH
(2)
tot,σ = e−i(H

(2)
hop,σ+H

(2)
int,σ) 6= G′↑ ⊗G′↓, (5.30)

where G′↑ = e−iH
′
↑ , G↓ = e−iH

′
↓ .

As the on-site interaction breaks the formalism of matchgate, the Hamiltonian with

hopping and an on-site interaction may have the power to elevate matchgate circuits to

universal quantum circuits:

ĤHubbard = −
∑
〈i,j〉,σ

(tiσjσa
†
iσajσ +H.c)−

∑
i,σ

µiσa
†
iσaiσ + g

∑
i

n̂i↑n̂i↓. (5.31)

This Hamiltonian is within the family of the Hubbard models but it allows for the varia-

tion of the local potential and the hopping strength. The following sections are focused on

implementing single-qubit and two-qubit gates based on this model.
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5.2.3 Single-qubit gates

Before proceeding to the qubit operation, it is important to define the encoding scheme used

to define qubits. Inspired by the encoding scheme employed in Sec. 5.1, we take the following

encoding:

|0〉L = |1 ↑〉 , |1〉L = |2 ↑〉 ,

|0′〉L = |3 ↓〉 , |1′〉L = |4 ↓〉 ,
(5.32)

where th numbers 1 through 4 are the site number in lattice and L stands for ’logical.’

This encoding indicates that the lattice is quarter-filled: sites 1 and 2 share one spin-up

particle, and sites 3 and 4 share one spin-down particle. In Fig. 5.2, one can see that with

this encoding, the lattice is alternatively filled with spin-up and spin-down fermions every

two sites. Moreover, like the spin-polarized case, high potential walls between double-wells

prevent hopping between different double-wells in order to avoid disruption in the encoding

scheme. The corresponding Hamiltonian can be written as:

Ĥspin-dep = −
∑
i,σ

(t2i−1σ,2iσa
†
2i−1σa2iσ + t̃2iσ,2i+1σa

†
2iσa2i+1σ +H.c)−

∑
i,σ

µiσa
†
iσaiσ+g

∑
i

ni↑ni↓

(5.33)

where t̃2iσ,2i+1σ is the hopping amplitude between well for different spins, and t2i−1σ,2iσ is the

hopping amplitude inside wells. The relative strength between them depends on the quantum

gates that one desires to implement. −µiσ is the local potential at each site, dependent on

spin. Given that the hopping is only within a single double-well, the single-qubit gates are

implemented in precisely the same way as for the spinless (spin-polarized)2 example treated

in Sec. 5.1.1.

Based on this encoding, the single-qubit rotations can be applied to spin-up or spin-down

fermions individually via adjusting local potentials and the intra-well hopping strength. Since

the lattice is quarter-filled, the 16× 16 two-mode Hamiltonian is simplified to the follows:(
−µ1↑ −t1↑2↑
−t2↑1↑ −µ2↑

)
(5.34)

2This means the spin is aligned (fixed) with a given direction by the application of a magnetic field.
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Figure 5.2: The figure shows the physical lattice that we use to perform single-qubit and
two-qubit gates, especially the CZ gate to achieve UQC. The lattice is spin-dependent so we
are able to adjust all parameters in the system separately for spin-up and down fermions
and it is eligible for implementing UQC via adjusting the hopping strength −J〈i,j〉σ, the local
potential −µiσ and the on-site interaction strength g with time t.

where ↑ stands for spin up and −t1↑2↑ = −t2↑1↑ = −J12↑ represents the hopping strength

between sites 1 and 2 for spin-up fermion and −µ1↑,−µ2↑ are local potentials at sites 1 and

2. In addition, for the spin-down fermion encoded on site 3 and 4, the Hamiltonian becomes:(
−µ3↓ −t3↓4↓
−t4↓3↓ −µ4↓

)
(5.35)

where ↓ stands for spin down and −t3↓4↓ = −t4↓3↑ = −J34↓ represent the hopping strength

between site 3 and 4 for spin-down fermion and −µ3↓,−µ4↓ are local potentials at sites 3 and

4. These two Hamiltonians are exactly the same as the one for spin-polarized case except

that here all the parameters are spin-dependent. Likewise, we can rewrite them as:

− J12↑X +
−µ1↑ + µ2↑

2
Z +

−µ1↑ − µ2↑

2
I

− J34↓X +
−µ3↓ + µ4↓

2
Z +

−µ3↓ − µ4↓

2
I

(5.36)

and recalling the arbitrary single-qubit gate, Eq. (5.5), we are capable of applying any one-

qubit operation to two different types of qubit encoded in adjacent double-wells.

As all parameters are labeled with spin, the proposal requires the control of spin-up and

spin-down fermions independently. This means that a spin-dependent lattice is in principle
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required in the lab; however, using a spin-dependent lattice is not necessarily required to

achieve single-qubit operations because our qubits are encoded by their positions in every

two sites in the lattice regardless of spins, as shown in Fig. 5.3. But in order to harness the

power of on-site interactions, the spin degree of freedom must be included.

5.2.4 Two-qubit gates

In this section, I will first discuss how to construct two-qubit entangling gates in the spin-

independent lattice, but we shall see that it fails to yield an entangling gate that can be used

for UQC. Then, I will turn to spin-dependent lattice, showing that it is eligible to achieve

two-qubit entangling gates, and discuss the potential of implementing this scheme in the lab

using current techniques.

5.2.4.1 Spin-independent lattice for two-qubit gates

Let us first investigate constructing a two-qubit entangling gate in a spin-independent lattice,

as shown in Fig. 5.3. Unlike the spin-polarized case where n.n. interaction is introduced to

entangle two n.n. qubits, which is quite straightforward at least theoretically, here in the spin-

1/2 system, we consider the more physically motivated on-site interaction between particles

of different spin, thus giving us hope to make an entangling gate. However, in order to

utilize the on-site interaction, we must allow hopping between two spin-up and spin-down

fermions in adjacent double-wells that are separated by the high potential wall. This could

immediately causes a serious problem: the encoding of quantum information in the system

would be disrupted if these two qubits fail to hop back to their previous positions. This is a

constraint of our scheme that needs to be satisfied.

The approach to generate an entangling gate between two n.n. fermionic qubits works as

follows: turn on the hopping between these two qubits for a certain amount of time, during

which they pick up a phase and also return to where they start. That is to say, we aim at
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Figure 5.3: The spin-independent lattice configuration for implementing UQC. All the pa-
rameters in the system see spin-up and down fermions indiscriminately and it is just eligible
for performing single-qubit rotations via adjusting the hopping strength −J〈i,j〉, the local
potential −µi but fails to achieve two-qubit entangling gates

the following mapping:

(α |1 ↑〉+β |2 ↑〉)(γ |3 ↓〉+δ |4 ↓〉)→ αγ |1 ↑ 3 ↓〉+αδ |1 ↑ 4 ↓〉+βγeiθ |2 ↑ 3 ↓〉+βδ |2 ↑ 4 ↓〉 ,

(5.37)

where the phase eiθ arises from this process and as long as θ 6= 2πn, this two-qubit state

must be entangled. Actually the phase could be located on any of the terms for the gate to

be entangling; for the moment, we just aim at implementing a phase gate but the CZ gate is

literally what we prefer to implement due to its low cost to generate the SWAP gate. This

mapping in our encoding is equivalent to:

(α |0〉L + β |1〉L)(γ |0′〉L + δ |1′〉L)→ αγ |00′〉L + αδ |01′〉L + βγeiθ |10′〉L + βδ |11′〉L . (5.38)

Because the on-site interaction happens at site 2 and 3, a phase could only be directly

generated on the state |10′〉L. It imposes no problem at all as it is a regular phase gate just

53



up to some local rotations, for instance the CZ gate
1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 1

 = (I ⊗X)CZ(I ⊗X). (5.39)

Eq. (5.33) is the Hamiltonian for the Hubbard model in the spin-dependent lattice

whereas the general Hamiltonian for a spin-independent lattice should be:

Ĥspin-indep = −
∑
i,σ

(t2i−1,2ia
†
2i−1σa2iσ + t̃2i,2i+1a

†
2iσa2i+1σ +H.c)−

∑
i,σ

µia
†
iσaiσ + g

∑
i

ni↑ni↓,

(5.40)

where t̃2i,2i+1 is the hopping amplitude between double-wells for different spins, which here

is much stronger than the hopping t2i−1,2i inside wells, and −µi is the local potential at

each site. Distinct from Eq. (5.33), all parameters here are independent of spin σ, thus the

suppression of the spin index on the hopping amplitudes and the local potential. As the

gate should be implemented on the crossover lines of these two qubits, we just consider the

Hamiltonian in the context of sites 2 and 3 only. Before writing it out, let us take a close

look at the general two-qubit state:

αγ |1 ↑ 3 ↓〉︸ ︷︷ ︸
one-body

+αδ |1 ↑ 4 ↓〉︸ ︷︷ ︸
vacuum

+ βγ |2 ↑ 3 ↓〉︸ ︷︷ ︸
two-body

+ βδ |2 ↑ 4 ↓〉︸ ︷︷ ︸
one-body

, (5.41)

where we have three types of quantum states because the gate only acts on site 2 and 3 which

results in various input sizes for different terms. Physically, it indicates that the hopping

between site 1 and 2 and site 3 and 4 must be turned off during this process, accomplished

by increasing the barrier between sites 1 and 2, and between 3 and 4, while simultaneously

lowering the barrier between 2 and 3. In matrix form, this Hamiltonian is written as:

H
(2)
SI =

 Hvac

Hone-body

Htwo-body

 (5.42)
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where all these submatrices take the following forms:

Hvac = 0

Hone-body =




−µ2 −J23 0 0 |2 ↑〉
−J23 −µ3 0 0 |3 ↑〉

0 0 −µ2 −J23 |2 ↓〉
0 0 −J23 −µ3 |3 ↓〉

Htwo-body =




−2µ2 + g −J23 −J23 0 |2 ↑ 2 ↓〉
−J23 −µ2 − µ3 0 −J23 |2 ↑ 3 ↓〉
−J23 0 −µ2 − µ3 −J23 |3 ↑ 2 ↓〉

0 −J23 −J23 −2µ3 + g |3 ↑ 3 ↓〉

(5.43)

where −t̃23 = −t̃32 = −J23 is the hopping amplitude for spin-up and down fermions at site

2 and 3 and vac is the vacuum. With these Hamiltonians in hand, we are able to investigate

how to construct an entangling gate.

The input quantum state, i.e. Eq. (5.41), requires the total evolution to apply the identity

to the two blocks of the vacuum and one-body matrices but a nontrivial phase to the two-

body term. Let us start with the unitary e−iHvact; for vacuum-like terms the Hamiltonian is

always Hvac = 0, which results in the unitary Uvac = I. Because two submatrices in Hone-body

are exactly the same for spin-up and spin-down particles at sites 2 and 3, we just need to

study one of them, hence reducing this 4× 4 matrix to a 2× 2 matrix. In order to simplify

the calculation, the J23 is chosen to as the energy scale, then the one-body unitary becomes:

Uone-body = e−iHone-bodyt = e
−i
(−µ2 −1
−1 −µ3

)
t
. (5.44)

where −µ2,−µ3 and t are not original parameters but are parameters that scale with J23.

The following criteria are found, when we have Uone-body = I :

t =
2π√

(−µ2 + µ3)2 + 4
, µ3 =

1

µ2

. (5.45)
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Plugging these into the two-body Hamiltonian Htwo-body, we end up obtaining:

Htwo-body =


−2µ2 + g −1 −1 0

−1 −µ2 + 1
−µ2 0 −1

−1 0 −µ2 + 1
−µ2 −1

0 −1 −1 2
−µ2 + g

 (5.46)

which gives us the unitary Utwo-body = e−iHtwo-bodyt, where t is given by the one-body constraint

above governing the evolution. Actually, our target is just the (2,2) element of the unitary due

to the fact that it is only the two-body input in Eq. (5.41) that is relevant to the entangling

gate. The goal is to make this matrix element of the unitary derived from Eq. (5.46) a

certain phase eiθ via adjusting the parameters −µ2 and g.

The full analytical calculation is very cumbersome so instead we choose to perform a

numerical analysis. The numerical results can be found in the Appendix A, from which

it is clear that the only case where the amplitiude of the (2,2) matrix element is unity

gives zero phase. This means that enforcing the constraint that there is no leakage of the

original encoded quantum information, no entanglement between these two qubits is possible

no matter how we adjust parameters in the system. Whenever the amplitude of the (2,2)

element is preserved, the on-site interaction g is always zero which brings us back to the

non-interacting case.

The restriction that both phases for one-body terms are zero is perhaps too strong.

Instead suppose that these phases will all conspire to give us an entangling gate. With the

same time t = 2π√
4+(−µ2+µ3)2

the one-body unitary Uone-body becomes:

Uone-body =

−e−i
π(−µ2−µ3)√
4+(−µ2+µ3)2 0

0 −e
−i π(µ2−µ3)√

4+(−µ2+µ3)2

 (5.47)

which still preserves the unity of one-body terms. While keeping these phases, we also nu-

merically analyze Utwo-body (note that the relationship between −µ2 and −µ3 in Eq. (5.45)

longer holds) and unfortunately, the same conclusion is reached: the only cases where the

amplitude on the (2,2) matrix element is unity correspond to g = 0, resulting in the failure
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to make an entangling gate. This can easily understood; these remaining phases from the

one-body terms can be generated only by controlling the local potentials at sites 2 and 3

(this is clear from the dependence of the unitary, Eq. (5.47), on µ2 and µ3), which obviously

has no power to entangle qubits because entanglement is impervious to single-particle oper-

ations. In the light of the fact that local operations fail to generate the entanglement, the

full analytical calculation can be simplified to just cope with the following Hamiltonians:

Hvac = 0

H̃one-body =




0 −J23 0 0 |2 ↑〉
−J23 0 0 0 |3 ↑〉

0 0 0 −J23 |2 ↓〉
0 0 −J23 0 |3 ↓〉

H̃two-body =




g −J23 −J23 0 |2 ↑ 2 ↓〉
−J23 0 0 −J23 |2 ↑ 3 ↓〉
−J23 0 0 −J23 |3 ↑ 2 ↓〉

0 −J23 −J23 g |3 ↑ 3 ↓〉

(5.48)

That is to say, all the local potentials are turned off. In this case, the evolution time is found

to be π using Eq. (5.45). Plugging this time into the two-body unitary Ũtwo-body = e−iH̃two-bodyt

for calculating its (2,2) element, one obtains

Ũ(2, 2) =
e−

1
2
i(g+
√

16+g2)π
(
(−1 + ei

√
16+g2π)g + (1 + ei

√
16+g2π + 2e

1
2
i(g+
√

16+g2)π)
√

16 + g2
)

4
√

16 + g2
.

(5.49)

Our goal is to make this entry a phase. One can note that this is true only when the following

criteria are satisfied:

ei
√

16+g2π = 1, e
i
2
(g+
√

16+g2)π = 1. (5.50)

However, when these equations hold, we end up obtaining the phase e−
i
2
(g+
√

16+g2)π, which

is equal to 1. This agrees with the numerical calculation discussed above. If we further solve

these two equations for the on-site interaction g, we find

1

2
(g +

√
16 + g2) = 2m,

√
16 + g2 = 2n, m, n ∈ Z. (5.51)
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Thus, the on-site interaction g is found to be:

g = 4m− 2n, (5.52)

where the integers m,n satisfy n = m + 1
m

. The only solution here is that m = 1, n = 2,

which gives us g = 0. Again, this analytical result agrees with the numerical result in the

Appendix A.

So far, we have only considered the possibility of building an entangling gate from

crossover lines of two qubits, i.e. sites 2 and 3 in the spin-independent lattice. Since the

scheme above does not work, it is reasonable to simultaneously try turning on the hopping

between sites 1 and 2 (or it could be sites 3 and 4 but they are symmetric so either is suffi-

cient) to investigate the potential of generating entanglement between these two qubits. In

this case, our two-qubit general state becomes:

αγ |1 ↑ 3 ↓〉︸ ︷︷ ︸
two-body

+αδ |1 ↑ 4 ↓〉︸ ︷︷ ︸
one-body

+ βγ |2 ↑ 3 ↓〉︸ ︷︷ ︸
two-body

+ βδ |2 ↑ 4 ↓〉︸ ︷︷ ︸
one-body

, (5.53)

which is the same as the state in Eq. (5.41) but with different types of input because of

the change in operational process. This also leads to different Hamiltonians corresponding

to this process:

H ′one-body =





−µ1 −J12 0 0 0 0 |1 ↑〉
−J12 −µ2 −J23 0 0 0 |2 ↑〉

0 −J23 −µ3 0 0 0 |3 ↑〉
0 0 0 −µ1 −J12 0 |1 ↓〉
0 0 0 −J12 −µ2 −J23 |2 ↓〉
0 0 0 0 −J23 −µ3 |3 ↓〉

H ′tb =





−µ1 − µ3 −J12 −J23 0 0 0 0 0 0 |1 ↑ 3 ↓〉
−J12 µ2 − µ3 0 −J23 −J23 0 0 0 0 |2 ↑ 3 ↓〉
−J23 0 −µ1 − µ2 −J12 0 −J12 0 0 0 |1 ↑ 2 ↓〉
0 −J23 −J12 −2µ2 + g 0 0 −J12 0 −J23 |2 ↑ 2 ↓〉
0 −J23 0 0 −2µ3 + g 0 0 0 −J23 |3 ↑ 3 ↓〉
0 0 −J12 0 0 −2µ1 + g −J12 0 0 |1 ↑ 1 ↓〉
0 0 0 −J12 0 −J12 −µ1 − µ2 −J23 0 |2 ↑ 1 ↓〉
0 0 0 0 0 0 −J23 −µ1 − µ3 −J12 |3 ↑ 1 ↓〉
0 0 0 −J23 −J23 0 0 −J12 −µ2 − µ3 |3 ↑ 2 ↓〉

(5.54)
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The numerical results and discussions can be found in the Appendix B where the same

outcome is obtained that this scheme also fails to generate entanglement.

There is another scenario that we have not considered yet, that is to make the hopping

between 3 and 4 also accessible. Then, all the input terms become two-body and the sim-

ilar calculations are done numerically as well. Unfortunately, the heavy restriction on the

preservation of quantum information encoded in this quantum state also kills this possibility.

Turning on more hoppings and local potentials inside double wells is simply implementing

local operations, which gives us a hindsight that local operations are unable to generate any

entanglement between two qubits.

5.2.4.2 Spin-dependent lattice for two-qubit gates

The results above indicate that a two-qubit entangling gate is impossible with the spin-

independent lattice, so turning to the spin-dependent lattice is desirable. We also aim at

Eq. (5.37) but the Hamiltonian should be the one in Eq. (5.31) which depends on the spin

σ. Let us again write out the Hamiltonian corresponding to sites 2 and 3 that is responsible

for the evolution of the general two-qubit quantum state, i.e. Eq. (5.41):

H ′vac = 0

H ′one-body =




−µ2↑ −J23↑ 0 0 |2 ↑〉
−J23↑ −µ3↑ 0 0 |3 ↑〉

0 0 −µ2↓ −J23↓ |2 ↓〉
0 0 −J23↓ −µ3↓ |3 ↓〉

H ′two-body =




−µ2↑ − µ2↓ + g −J23↓ −J23↑ 0 |2 ↑ 2 ↓〉
−J23↓ −µ2↑ − µ3↓ 0 −J23↑ |2 ↑ 3 ↓〉
−J23↑ 0 −µ2↓ − µ3↑ −J23↓ |3 ↑ 2 ↓〉

0 −J23↑ −J23↓ −µ3↑ − µ3↓ + g |3 ↑ 3 ↓〉

(5.55)

where all the these parameters depend on the spin, giving us more degrees of freedom to

adjust in the system as shown in Fig. 5.2. Because we are able to control the hopping
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strengths between site 2 and 3 and local potentials at site 2 and 3 separately for spin ↑ and

↓, let’s consider the simplest non-trivial configuration of parameters:

− J23↑ = −µ2↑ = −µ2↓ = −µ3↑ = −µ3↓ = 0, (5.56)

physically implying that the hopping for spin ↑ and all the local potentials are all turned off

and only keep the hopping strength for spin ↓ and on-site interaction strength g. Then, the

Hamiltonians become:

H ′vac = 0

H ′one-body =


0 0 0 0

0 0 0 0

0 0 0 −J23↓
0 0 −J23↓ 0



H ′two-body =


g −J23↓ 0 0

−J23↓ 0 0 0

0 0 0 −J23↓
0 0 −J23↓ g



(5.57)

As before, the total evolution only requires a phase appearing in the two-body term, i.e.

|2 ↑ 3 ↓〉, while keeping other terms untouched. In this case, the unitary U ′vac = e−iH
′
vact for

the vacuum-like term is still the identity due to H ′vac = 0. However, the unitary U ′one-body =

e−iH
′
one-bodyt for one-body terms can be obtained easily as:

1 0 0 0

0 1 0 0

0 0 cos(−J23↓t) isin(−J23↓t)
0 0 isin(−J23↓t) cos(−J23↓t)

 . (5.58)

Hence, we need to solve the following equation:(
cos(−J23↓t) isin(−J23↓t)
isin(−J23↓t) cos(−J23↓t)

)
=

(
1 0

0 1

)
. (5.59)

The solution is easily found as t = 2nπ
−J23↓

, n ∈ Z which enforces the constraint of time

upon the system if we fix the hopping strength. Then, let us scrutinize the two-body unitary

U ′two-body = e−iH
′
two-bodyt but we are just concerned about the matrix element (2,2) of U ′two-body
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because |2 ↑ 3 ↓〉 is only two-body input in the system. We find that when
√
g2 + 4J2

23↓t =

2mπ,m ∈ Z, this entry becomes:

U ′(2, 2) = e−
i
2
(g+
√
U2+4J2

23↓)t. (5.60)

Plugging in the time t obtained above, we obtain:

U ′(2, 2) = e−i(m+
√
m2−4n2)π, m2 ≥ 4n2 (5.61)

This is the phase arising from the evolution in front of the term |2 ↑ 3 ↓〉. Thus, the spin-

dependent lattice can implement a phase gate. As discussed before, the CZ gate is prefer-

able. Therefore, it would be nice to make this phase −1. One can easily observe that if

m +
√
m2 − 4n2 = 2k + 1 holds, it becomes the matrix element −1. Unfortunately, this is

impossible; expanding the two sides of this equation and rearranging them, one obtains:

4km+ 2m− 4k − 1
?
= 4n2 + 4k2 (5.62)

Apparently, it cannot hold since the left side is always an odd number but the right side is

an even number. Thus, we need to relax the oversimplification, i.e. Eq. (5.55), by turning

on more parameter in the system to see if we are capable of achieving the desired CZ gate.

Let us make the simplification to the parameters as follows:

− J23↑ = −µ2↑ = −µ3↑ = −µ3↓ = 0 (5.63)

where the local potential for spin ↓ at site 2 is kept. Then, the Hamiltonians become:

H ′vac = 0

H ′one-body =


0 0 0 0

0 0 0 0

0 0 −µ2↓ −J23↓
0 0 −J23↓ 0



H ′two-body =


−µ2↓ + g −J23↓ 0 0

−J23↓ 0 0 0

0 0 −µ2↓ −J23↓
0 0 −J23↓ g



(5.64)

61



Aiming for the same goal, it is easy to find that when the following criteria are satisfied,

1

2

√
µ2
2↓ + 4J2

23↓t = 2kπ, k ∈ N (5.65)

1

2

√
(g − µ2↓)2 + 4J2

23↓t = lπ, l ∈ N (5.66)

the two-qubit state would be mapped to

e
−i
2
(−µ2↓)tαγ |1 ↑ 3 ↓〉+ αδ |1 ↑ 4 ↓〉+ e

−i
2
(g−µ2↓)t+ilπβγ |2 ↑ 3 ↓〉+ βδ |2 ↑ 4 ↓〉 (5.67)

Therefore, the relative phase here is:

e
−i
2
gteilπ (5.68)

and our goal is to make it −1. The phase in first phase term is kept here because it can be

removed afterwards by turning on the local potential for spin ↓ at site 3. In fact, there are

many solutions to it, for example if we set parameters as:

l = 2, k = 1 and µ2↓ =
g

2
(5.69)

we would obtain:

(4J2
23↓ +

1

4
g2)t2 = 16π2 (5.70)

Moreover, the following condition must be satisfied:

e
−i
2
gt = −1 (5.71)

which immediately gives us

g

2
t = ±π (5.72)

Then, we get

4J2
23↓t

2 = 15π2 (5.73)

In summary, the whole procedure works as this: we first set the hopping strength −J23↓ to

any value which gives a fixed time t and then the interaction strength g is obtained, giving us

62



the value that the local potential −µ2↓ takes. Together, the desired CZ gate, i.e. Eq. (5.39)

is achieved. Here, although local potential −µ2↓ is unable to generate entanglement, it could

alter entanglement, given that entanglement has already been formed.

We demonstrated that UQC is possible with the Hubbard model in one-dimensional spin-

dependent lattice via proper control of parameters in the system. The discussion about the

potential of realizing this scheme in the laboratory and the outlook of this proposal are in

the next chapter.
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Chapter 6

Discussion and conclusions

Through the investigation of the Hamiltonians that are within the family of the Hubbard

model, a universal set of quantum gates is generated in a specially prepared one-dimensional

lattice. The universality is formed by the CZ gate and single-qubit gates, which act on the

logical qubits encoded in the odd-parity subspace of the Hilbert space for two qubits. Both of

the spinless and spin-1/2 fermions are studied to demonstrate the possibility of performing

UQC.

The physical implementation of the scheme based on interacting spinless fermions has

been discussed in Sec. 5.1.2, where the main challenge is to control the n.n. interaction

strength via applying external electric field to these dipolar fermionic atoms. This requires

extra efforts in the laboratory so the implementation of the proposal based on the Hubbard

model is our main focus in this Chapter.

The physical system proposed in Sec. 5.2 as the controlled Hubbard model to achieve

UQC, features a one-dimensional double-well lattice at one-quarter filling, with spin-dependent

hopping. This kind of spin-dependent double-well lattice in one dimension has already been

demonstrated experimentally in the context of ultracold atomic gases [44], where polar-

ized orthogonal optical standing waves controlled by electro-optical modulator (EOM) are

overlapped to create such lattices, but the applications all have so far been focused on

bosons [49, 50]. However, there are major current efforts to cool and trap two-component

fermions 6Li [46–48,51] and 40K [52–54] in the optical lattices to realize the Hubbard model

in the laboratory.

To manipulate encoded qubits to achieve single-qubit gates and the CZ gate, one must

be able to tune the hopping strength inside double wells and between adjacent double wells
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and on-site potentials for fermions with different spins as discussed in Sec. 5.2.4.2. Ex-

perimentally, this has already been demonstrated to be possible [46, 48, 51, 53, 54], where a

quantum gas microscope is used to image trapped fermionic atoms for manipulating tunable

parameters in the system.

Additionally, it also requires the state preparation and read-out to build a quantum

computer [55]. As illustrated in Fig. 5.3, our encoding requires loading spin-up and down

fermions alternately in each pair of lattice sites, starting from the initialization of the |0L〉⊗n

where all loaded fermions take up the left site of each two-site cell and the read-out of the

positions of the trapped atoms also need to be performed. Both of these two requirements

are successfully implemented in fermionic atoms such as 40K [45,53,54] and 6Li [46–48,51].

Moreover, gate executions must be carried out adiabatically since the quantum infor-

mation is encoded in the spatial modes rather than the internal degrees of freedom of an

fermionic atom. One must avoid exciting these fermionic atoms that are in the ground state

to the excited states during the sudden changes in potential when executing single-qubit

and two-qubit gates. This is a main problem to be addressed. It has already been discussed

in Ref. [56] but this proposal features logical qubits that are encoded in the widely-used

internal states of a neural atom. Therefore, adapting the work [56] to this current scheme

and applying it to specific fermionic atoms to calculate the fidelity of a gate operation are a

promising subject of future work.

The non-interacting fermions (both spinless and spin-1/2) hopping between two sites

in a one-dimensional lattice is mathematically linked to a special class of quantum gates

called matchgates characterized by the perfect matchings in the graph theory. Expectedly,

interacting spinless fermions with just n.n. interactions could break the matchgate formalism,

elevating this class of quantum gates to universal quantum computation. More interestingly,

spin-1/2 fermions under the Hubbard model which may be the simplest interacting model

of fermionic particles also goes beyond the matchgate class to achieve universal quantum
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computation. Similar works have been reported over past few years where both the Hubbard

model and the Bose-Hubbard model are demonstrated to implement UQC based on quantum

random walk approach [57–59].
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Appendix A

The numerical results for single hopping

The table below presents arrays of data that show the numerical outcomes of the phase and

amplitude of the two-body term |2 ↑ 3 ↓〉 in Eq. (5.41) with just one hopping turned on and

all one-body terms gain no phases. The evolution time is constrained by the one-body terms.

µ2 g Density Phase(π) µ2 U Density Phase(π) µ2 g Density Phase(π)

0.1 -1.0 0.993012 0.00745759 0.4 -0.2 0.980642 0.0421786 0.7 0.6 0.73859 -0.163649

0.1 -0.8 0.995521 0.00598884 0.4 0.0 1.0 0.0 0.7 0.8 0.577803 -0.212813

0.1 -0.6 0.997477 0.00450487 0.4 0.2 0.980642 -0.0421786 0.8 -1.0 0.460391 0.245466

0.1 -0.4 0.998878 0.00300953 0.4 0.4 0.924252 -0.0842184 0.8 -0.8 0.614348 0.20292

0.1 -0.2 0.999719 0.00150665 0.4 0.6 0.835698 -0.125969 0.8 -0.6 0.76334 0.155565

0.1 0.0 1.0 0.0 0.4 0.8 0.722508 -0.167257 0.8 -0.4 0.888006 0.10518

0.1 0.2 0.999719 -0.00150665 0.4 1.0 0.59407 -0.20786 0.8 -0.2 0.970922 0.0530067

0.1 0.4 0.998878 -0.00300953 0.5 -1.0 0.465361 0.258526 0.8 0.0 1.0 0.0

0.1 0.6 0.997477 -0.00450487 0.5 -0.8 0.622976 0.209325 0.8 0.2 0.970922 -0.0530067

0.1 0.8 0.995521 -0.00598884 0.5 -0.6 0.771225 0.158276 0.8 0.4 0.888006 -0.10518

0.1 1.0 0.993012 -0.00745759 0.5 -0.4 0.892651 0.106076 0.8 0.6 0.76334 -0.155565

0.2 -1.0 0.921425 0.0494269 0.5 -0.2 0.972273 0.0531965 0.8 0.8 0.614348 -0.20292

0.2 -0.8 0.949163 0.039883 0.5 0.0 1.0 0.0 0.8 1.0 0.460391 -0.245466

0.2 -0.6 0.971164 0.0301065 0.5 0.2 0.972273 -0.0531965 0.9 -1.0 0.500339 0.240856

0.2 -0.4 0.987107 0.0201618 0.5 0.4 0.892651 -0.106076 0 .9 -0.8 0.648705 0.196998

0.2 -0.2 0.996765 0.0101078 0.5 0.6 0.771225 -0.158276 0.9 -0.6 0.787354 0.149939

0.2 0.0 1.0 0.0 0.5 0.8 0.622976 -0.209325 0.9 -0.4 0.900398 0.100902

0.2 0.2 0.996765 -0.0101078 0.5 1.0 0.465361 -0.258526 0.9 -0.2 0.974303 0.050716

0.2 0.4 0.987107 -0.0201618 0.6 -1.0 0.406373 0.267638 0.9 0.0 1.0 0.0

0.2 0.6 0.971164 -0.0301065 0.6 -0.8 0.572701 0.220232 0.9 0.2 0.974303 -0.050716

0.2 0.8 0.949163 -0.039883 0.6 -0.6 0.736422 0.168184 0.9 0.4 0.900398 -0.100902

0.2 1.0 0.921425 -0.0494269 0.6 -0.4 0.874832 0.113396 0.9 0.6 0.787354 -0.149939

0.3 -1.0 0.764985 0.126308 0.6 -0.2 0.967436 0.0570528 0.9 0.8 0.648705 -0.196998

0.3 -0.8 0.844452 0.101833 0.6 0.0 1.0 0.0 0.9 1.0 0.500339 -0.240856

0.3 -0.6 0.910196 0.0768075 0.6 0.2 0.967436 -0.0570528 1.0 -1.0 0.514615 0.239762

0.3 -0.4 0.959339 0.0514022 0.6 0.4 0.874832 -0.113396 1.0 -0.8 0.661186 0.195256

0.3 -0.2 0.989721 0.0257586 0.6 0.6 0.736422 - 0.168184 1.0 -0.6 0.796175 0.148144

0.3 0.0 1.0 0.0 0.6 0.8 0.572701 -0.220232 1.0 -0.4 0.904983 0.0994785

0.3 0.2 0.989721 -0.0257586 0.6 1.0 0.406373 -0.267638 1.0 -0.2 0.975559 0.0499368

0.3 0.4 0.959339 -0.0514022 0.7 -1.0 0.415927 0.255948 1.0 0.0 1.0 0.0

0.3 0.6 0.910196 -0.0768075 0.7 -0.8 0.577803 0.212813 1.0 0.2 0.975559 -0.0499368

0.3 0.8 0.844452 -0.101833 0.7 -0.6 0.73859 0.163649 1.0 0.4 0.904983 -0.0994785

0.3 1.0 0.764985 -0.126308 0.7 -0.4 0.8755 0.110827 1.0 0.6 0.796175 -0.148144

0.4 -1.0 0.59407 0.20786 0.7 -0.2 0.96755 0.0558974 1.0 0.8 0.661186 -0.195256

0.4 -0.8 0.722508 0.167257 0.7 0.0 1.0 0.0 1.0 1.0 0.514615 -0.239762

0.4 -0.6 0.835698 0.125969 0.7 0.2 0.96755 -0.0558974

0.4 -0.4 0.924252 0.0842184 0.7 0.4 0.8755 -0.110827

Table A.1: The table shows the phase and density of the two-body term |2 ↑ 3 ↓〉. The values
of parameters are bold when the unity of density is preserved.
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Appendix B

The numerical results for two hoppings

Let us first take a look at simplest case where all local potentials are turned off. Since the

one-body Hamiltonians are the same for spin-up and spin-down fermions, it is simplified as: 0 −J12 0

−J12 0 −J23
0 −J23 0

 (B.1)

Again, the goal is to map the one-body unitary based on this Hamiltonian to identity. The

hopping strength −J23 is set to -1 so all other parameters just scale with it. It is found that

when t = 2π√
1+(−J12)2

, the one-body unitary matrix becomes identity. Now, we turn to the

two-body Hamiltonian which takes the following form:

0 −J12 −J23 0 0 0 0 0 0

−J12 0 0 −J23 −J23 0 0 0 0

−J23 0 0 −J12 0 −J12 0 0 0

0 −J23 −J12 g 0 0 −J12 0 −J23
0 −J23 0 0 g 0 0 0 −J23
0 0 −J12 0 0 U −J12 0 0

0 0 0 −J12 0 −J12 0 −J23 0

0 0 0 0 0 0 −J23 0 −J12
0 0 0 −J23 −J23 0 0 −J12 0


(B.2)

We are only concerned about the first two diagonal elements in this matrix because they

are the only terms appearing in the two-body input. After running it numerically with

−J23 = −1, we obtain Table B.1. It clearly demonstrates that whenever the amplitudes of

the two-body terms are preserved, the interaction strength g and all their phases are zero,

which fails to generate entanglement between these two qubits.

Since the previous case fails to work with all local potentials off, turning on one or more

local potentials may be worth trying. Let us switch on the local potential at site 2, i.e. −µ2.
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Then, the one-body Hamiltonian becomes: 0 −J12 0

−J12 −µ2 −J23
0 −J23 0

 (B.3)

Again, the hopping strength −J23 is set to -1 and after imposing the identity to the unitary

matrix based on this Hamiltonian, the following conditions are found:

t =
4nπ√

4 + 4(J12)2 + µ2
2

, µ2 =
2
√

1 + (J12)2√
n2 − 1

or t =
(4m+ 2)π√

4 + 4(J12)2 + µ2
2

, µ2 =

√
1 + (J12)2√
m+m2

,

(B.4)

where t is the total evolution time and n,m are integers. Our two-body Hamiltonian takes

the following form:

0 −J12 −J23 0 0 0 0 0 0

−J12 −µ2 0 −J23 −J23 0 0 0 0

−J23 0 −µ2 −J12 0 −J12 0 0 0

0 −J23 −J12 −2µ2 + g 0 0 −J12 0 −J23
0 −J23 0 0 g 0 0 0 −J23
0 0 −J12 0 0 g −J12 0 0

0 0 0 −J12 0 −J12 −µ2 −J23 0

0 0 0 0 0 0 −J23 0 −J12
0 0 0 −J23 −J23 0 0 −J12 −µ2


(B.5)

Now, running it numerically with two different sets of criteria that these parameters

should satisfy individually, we obtain a data table, similar to Table B.1 regardless of the

values of m,n. Apparently, it shows that unless the on-site interaction g is zero, the en-

coded quantum information always leaks out. This again shows that local potentials cannot

influence the generation of entanglement.

It seems that introducing the local potential at site 2 fails to achieve any entangling as

well so let us turn to the local potential at site 3 or 1 (because they are symmetric, they

should be equivalent). However, it is cumbersome to solve even the one-body unitary matrix

analytically by imposing it to be identity, so the calculations are performed numerically. The

data are not presented here because they give a similar pattern as was found in the previous
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cases: whenever the leakage of quantum information is prevented, the corresponding on-site

interaction strength g is always zero, which precludes the generation of entanglement.

J12 g Density1 Density2 Phase1(π) Phase2(π) J12 g Density1 Density2 Phase1(π) Phase2(π)

0.0 -0.2 0.904628 1.0 0.0998689 0.0 0.45 -0.2 0.945212 0.929695 0.0735756 0.0773281

0.0 -0.1 0.975536 1.0 0.0499842 0.0 0.45 -0.1 0.986105 0.982005 0.0368794 0.0388727

0.0 0.0 1.0 1.0 0.0 0.0 0.45 0.0 1.0 1.0 0.0 0.0

0.0 0.1 0.975536 1.0 -0.0499842 0.0 0.45 0.1 0.986105 0.982005 -0.0368794 -0.0388727

0.0 0.2 0.904628 1.0 -0.0998689 0.0 0.45 0.2 0.945212 0.929695 -0.0735756 -0.0773281

0.05 -0.2 0.90532 0.994072 0.0992321 0.00247712 0.5 -0.2 0.949349 0.937642 0.0713566 0.0768499

0.05 -0.1 0.975718 0.998463 0.0496725 0.00132573 0.5 -0.1 0.98717 0.984075 0.0357531 0.0385861

0.05 0.0 1.0 1.0 0.0 0.0 0.5 0.0 1.0 1.0 0.0 0.0

0.05 0.1 0.975718 0.998463 -0.0496725 -0.00132573 0.5 0.1 0.98717 0.984075 -0.0357531 -0.0385861

0.05 0.2 0.90532 0.994072 -0.0992321 -0.00247712 0.5 0.2 0.949349 0.937642 -0.0713566 -0.0768499

0.1 -0.2 0.907401 0.978307 0.0973956 0.00959557 0.55 -0.2 0.952395 0.945489 0.0696258 0.0740019

0.1 -0.1 0.976265 0.994378 0.048772 0.00509620 .55 -0.1 0.987952 0.986109 0.0348754 0.0371341

0.1 0.0 1.0 1.0 0.0 0.0 0.55 0.0 1.0 1.0 0.0 0.0

0.1 0.1 0.976265 0.994378 -0.048772 -0.0050962 0.55 0.1 0.987952 0.986109 -0.0348754 -0.0371341

0.1 0.2 0.907401 0.978307 -0.0973956 -0.00959557 0.55 0.2 0.952395 0.945489 -0.0696258 -0.0740019

0.15 -0.2 0.910854 0.957801 0.0945658 0.0204256 0.6 -0.2 0.954463 0.952808 0.0683043 0.069587

0.15 -0.1 0.977171 0.989074 0.0473805 0.0107304 0.6 -0.1 0.988479 0.987998 0.0342075 0.0349083

0.15 0.0 1.0 1.0 0.0 0.0 0.6 0.0 1.0 1.0 0.0 0.0

0.15 0.1 0.977171 0.989074 -0.0473805 -0.0107304 0.6 0.1 0.988479 0.987998 -0.0342075 -0.0349083

0.15 0.2 0.910854 0.957801 -0.0945658 -0.0204256 0.6 0.2 0.954463 0.952808 -0.0683043 -0.069587

0.2 -0.2 0.915571 0.938431 0.0910429 0.0334931 0.65 -0.3 0.902432 0.911011 0.100658 0.0960533

0.2 -0.1 0.978405 0.98408 0.0456407 0.0173865 0.65 -0.2 0.955766 0.959442 0.0672933 0.0643699

0.2 0.0 1.0 1.0 0.0 0.0 0.65 -0.1 0.98881 0.989705 0.0336996 0.0322848

0.2 0.1 0.978405 0.98408 -0.0456407 -0.0173865 0.65 0.0 1.0 1.0 0.0 0.0

0.2 0.2 0.915571 0.938431 -0.0910429 -0.0334931 0.65 0.1 0.98881 0.989705 -0.0336996 -0.0322848

0.25 -0.2 0.921296 0.924576 0.0871656 0.0469965 0.65 0.1 0.98881 0.989705 -0.0336996 -0.0322848

0.25 -0.1 0.9799 0.980529 0.0437156 0.0241298 0.65 0.3 0.902432 0.911011 -0.100658 -0.0960533

0.25 0.0 1.0 1.0 0.0 0.0 0.7 -0.3 0.904205 0.923689 0.0994508 0.0880578

0.25 0.1 0.9799 0.980529 -0.0437156 -0.0241298 0.7 -0.2 0.956564 0.965326 0.0664896 0.0589908

0.25 0.2 0.921296 0.924576 -0.0871656 -0.0469965 0.7 -0.1 0.989011 0.991215 0.0332985 0.0295808

0.3 -0.2 0.927618 0.917976 0.0832573 0.0591689 0.7 0.0 1.0 1.0 0.0 0.0

0.3 -0.1 0.981547 0.978866 0.0417636 0.0301146 0.7 0.1 0.989011 0.991215 -0.0332985 -0.0295808

0.3 0.0 1.0 1.0 0.0 0.0 0.7 0.2 0.956564 0.965326 -0.0664896 -0.0589908

0.3 0.1 0.981547 0.978866 -0.0417636 -0.0301146 0.7 0.3 0.904205 0.923689 -0.0994508 -0.0880578

0.3 0.2 0.927618 0.917976 -0.0832573 -0.0591689 0.75 -0.3 0.905418 0.934682 0.0984014 0.0805333

0.35 -0.2 0.934031 0.917972 0.0795826 0.068655 0.75 -0.2 0.957103 0.970407 0.0657969 0.0539265

0.35 -0.1 0.983212 0.97891 0.0399175 0.0347271 0.75 -0.1 0.989145 0.992516 0.0329545 0.0270345

0.35 0.0 1.0 1.0 0.0 0.0 0.75 0.0 1.0 1.0 0.0 0.0

0.35 0.1 0.983212 0.97891 -0.0399175 -0.0347271 0.75 0.1 0.989145 0.992516 -0.0329545 -0.0270345

0.35 0.2 0.934031 0.917972 -0.0795826 -0.068655 0.75 0.2 0.957103 0.970407 -0.0657969 -0.0539265

0.4 -0.2 0.940029 0.922594 0.0763237 0.0747344 0.75 0.3 0.905418 0.934682 -0.0984014 -0.0805333

0.4 -0.1 0.984766 0.980143 0.038272 0.037654 0.8 -0.3 0.906517 0.943868 0.0973922 0.0739417

0.4 0.0 1.0 1.0 0.0 0.0 0.8 -0.2 0.957594 0.974636 0.0651325 0.0494874

0.4 0.1 0.984766 0.980143 -0.038272 -0.037654 0.8 -0.1 0.989268 0.993595 0.0326251 0.0248015

0.4 0.2 0.940029 0.922594 -0.0763237 -0.0747344 0.8 0.0 1.0 1.0 0.0 0.0

Table B.1: The table presents the phases and densities of the two-body terms when their
amplitudes are within the tolerance 0.1. The Density1 and the Phase1 are for |1 ↑ 3 ↓〉 and
the Density2 and the Phase2 are for |2 ↑ 3 ↓〉.
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