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Abstract

Quantum summoning retrieves quantum information prepared at some point in spacetime at an-

other point, which is randomly chosen from a set of points. This thesis presents an efficient

quantum summoning protocol based on a quantum error-correcting code, along with encoding

and decoding methods. This protocol reduces space complexity as well as gate complexity of en-

coding compared to previous best results. Our throughout study of quantum summoning paves the

way for investigating relativistic quantum cryptography with quantum summoning as a primitive.

This thesis also studies a relativistic continuous-variable quantum secret sharing protocol in

non-inertial frame, which includes the effect of acceleration of quantum shares in spacetime. By

formulating the relativistic effect as a Gaussian lossy channel, we analyze how the fidelity of

quantum secret sharing protocol is affected by this relativistic effect. This investigation relaxes the

common assumption of secret sharing in inertial frames and this framework can be applied to other

relativistic quantum communication protocols.

To efficiently verify bosonic quantum channels, I propose a framework of verification of quan-

tum channels plus average-fidelity witness. For both multi-mode Gaussian unitary channels and

single-mode amplifying channels, I present efficient verification protocols utilizing only two-mode

squeezed vacuum states and homodyne detections. Our work is significant in verification of quan-

tum components in continuous-variable quantum information processing.
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• Chapter 4 is taken mostly verbatim from [NJP18] except Sec. 4.2, which is new material
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}Ñ
i=2 as the

target qubits; (b) A Hadamard gate is applied at |0〉e jÑ
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Chapter 1

Introduction

1.1 Research Problems and Objects

In quantum information, we usually ignore the spacetime structure where quantum information

processing tasks are performed, which is fine in most cases, as we usually consider quantum in-

formation processing on earth and the spatial scale of experimental settings is not huge. However,

to understand quantum information problems in subtle spacetime structures [55, 51], we have to

consider spacetime structure. The first step before considering subtle spacetime structure is to

investigate quantum information processing in Minkowski spacetime. One fundamental question

is how quantum information is flowed in Minkowski spacetime. Quantum teleportation [14], to-

gether with quantum error correction [46] or quantum secret sharing [27] implies that quantum in-

formation does not have to follow a specific trajectory in spacetime, whereas can be delocalized in

spacetime, flowing along multiple trajectories and later localized again at a point in spacetime [52].

Quantum summoning [65, 52] is an operational quantum task to investigate where and when

quantum information can be distributed in Minkowski spacetime. The conditions for the accom-

plishment of quantum summoning implies the limitations of distribution of quantum information

in spacetime. To fully understand the distribution of quantum information in spacetime from an

operational perspective, we are interested in investigating what is the most efficient encoding and
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decoding method for quantum summoning. We aim to construct a more efficient encoding and

decoding approach for quantum summoning than previous results.

During the distribution of quantum information in spacetime, relativistic effects may introduce

decoherence into the quantum information. How relativistic effects affect the evolution of quan-

tum information depends on how quantum information is encoded in physical systems [94]. For

instance, the relativistic non-inertial motion between a measurement device and a quantum sys-

tem can affect the quantum information detected by the measurement device, as shown by Unruh

effect [33, 114]. Here we are interested in how relativistic effects affect localized quantum in-

formation. We aim to solve the relativistic effects on continuous-variable quantum secret sharing

protocols in non-inertial frames.

The above relativistic effects on quantum information can be formulated as noisy quantum

channels. These noisy channels reduce the fidelity of quantum communication in spacetime. One

natural problem is how to characterize these noisy quantum channels. The most common way, up

to now, is quantum-process tomography [76], which is, however, quite resource-consuming. Fur-

thermore, to realize quantum supremacy, verification of reliable quantum devices is significant. Al-

though in last decade, partial quantum characterization approaches, like fidelity estimation [41, 31]

and randomized benchmarking [81], have been proposed, these methods cannot be readily adapted

to verification of continuous-variable quantum channels [116], where quantum information is en-

coded in infinite-dimensional Fock space. We aim to construct an efficient and feasible verification

method for verification of bosonic quantum channels.

1.2 Quantum summoning

Quantum summoning is the task of encoding and transmitting quantum information to a config-

uration of spacetime causal diamonds such that the quantum information can be reconstructed

in any one of these causal diamonds [65, 52, 54, 2]. Quantum summoning cannot be guaran-

teed to work for every configuration of causal diamonds because quantum information cannot be
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copied [93, 120, 34, 91] or transmitted superluminally [120]. Summoning is only possible for a

configuration of causal diamonds if every pair of diamonds is causally related, where two dia-

monds are causally related if the earliest point of one can communicate with the latest point of the

other [52]. We aim to construct efficient protocols for summoning quantum information in any

configuration of N pairwise-related causal diamonds.

A variety of work has been done on summoning ever since Kent introduced this task and

presented a no-summoning theorem [65]. Hayden and May [52] showed that quantum summoning

can be reduced to the primitives of quantum secret sharing [27, 47, 83] and teleportation [14, 117].

They exploited a codeword-stabilized (CWS) quantum code [30] to design a summoning protocol

that is efficient in the sense that the number of qubits used by the code is polynomial in N. Hayden

et al. [54] interpreted quantum summoning as superposition of quantum information in delocalized

spacetime regions, also called "spacetime replication of quantum information". They proposed an

efficient protocol to perform this task for continuous-variable quantum information, as well as

showing that optical circuits can be used to realize summoning experimentally. In 2016, Adlam

and Kent proposed a summoning task with multiple summonses and provided a protocol, which

employs teleportation, to accomplish this task for the configuration being an ordered set of causal

diamonds [2].

Our protocol for summoning quantum information uses a Calderbank-Shor-Steane (CSS) code [22,

108] [[(
Ñ
2

)
,1,

Ñ
2

]]
, Ñ = 2

⌈
N
2

⌉
∈ 2Z, (1.1)

that encodes one qubit into
(Ñ

2

)
physical qubits, with the restriction that Ñ is even. We calculate that

this CSS code distance Ñ
2 , and this code is constructed from the relation between graphs and linear

algebra [35, 19]. Our code is a qubit version of the homological continuous-variable quantum

error-correcting code [54] and corrects erasure errors that occur in summoning.

We provide a procedure to construct the encoding and decoding circuits for our CSS code

for any even positive integer Ñ. The number of qubits Q used by our protocol is reduced by a

factor of two compared to the previous best [52], and the number of quantum gates is reduced
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from O
(
N3) [52] to O

(
N2). Our decoding procedure has gate complexity O(N). Our results are

significant in that we complete the quantum summoning protocol [65, 52, 54] by providing both

encoding and decoding schemes, explain how to utilize quantum error correction for summoning,

analyze quantum resources, and demonstrate improved efficiency for our protocol.

1.3 Relativistic quantum secret sharing

In (k,n)-threshold quantum secret sharing, the dealer encodes a quantum secret in n quantum sys-

tems (or quantum shares), which he then distributes to n players. Each player receives exactly one

share, where any subsets of k or more players form the access structure to retrieve the secure key

while any subsets of fewer than k players; i.e., the adversarial structure, cannot learn any informa-

tion whatsoever about the key. Continuous-variable threshold quantum secret sharing still faces

the challenge that information about the quantum secret can be leaked into the adversarial struc-

ture [113, 69]. Various models of secret sharing exist with quantum or classical channels that can

be public or private and a graph-state formalism was proposed to unify these models [83]. Here

we consider the scenario wherein the dealer shares quantum channels with each player, and also

the players share quantum channels between each other, which is known as the quantum-quantum

case [83].

We focus on a relativistic variant of a (2,3)-threshold quantum secret sharing protocol which is

the smallest-sized non-trivial protocol. We take into account the relativistic motion of the quantum

shares in Minkowski spacetime during the distribution and collaboration and how it influences the

success of the protocol. In the relativistic protocol, similar to the non-relativistic case [27], a dealer

encodes the quantum secret into several quantum shares and distributes them to all the players. The

players are located at different regions in the Minkowski spacetime and the dealer and the players

are all stationary. Under such circumstances, during the dealer’s distribution, the quantum shares

experience non-uniform motion, as they are transmitted to spacetime points in the future light cone
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of the dealer (Fig. 5.4). Then, a subset of players within the access structure collaborate to retrieve

the quantum secret by sharing their shares. However, to reach the same spacetime point, the shares

go through phases of accelerating and decelerating motion while being transmitted. We analyze

the possible collaboration scenarios between the players; i.e., Players 1 and 2 collaborate (Fig. 5.6)

or Players 2 and 3 collaborate (Fig. 5.9). In each scenario, we investigate how the non-inertial

motion of the shares affects the fidelity of the quantum secret sharing protocol.

In (2,3)-threshold quantum secret sharing, the dealer encodes the quantum secret in three quan-

tum shares in a localized manner, hence, we need to be able to analyze the effect of relativity on

such systems. The relativistic effects on the state of localized quantum systems has been studied

using different setups [21, 42, 37, 38, 5, 101, 36]. We find the framework of accelerating cavities a

suitable choice for this purpose, as it can be adapted to study the effect of non-uniform motion on

localized quantum fields [21, 42]. Accelerating cavities have been employed in the past to study

the relativistic effects on quantum clocks [74], quantum teleportation [42], and to estimate proper

acceleration [4, 3] to name a few. However, we develop a different approach from the previous

studies for accelerating cavities; we formulate the evolution of the quantum field inside an accel-

erating cavity as a bosonic quantum Gaussian channel which we then use to include the effects

of non-uniform motion of the quantum shares. Furthermore, this approach enables us to compute

physical quantities, such as the average number of produced thermal particles and transmissivity

of the relativistic channel.

1.4 Quantum verification

Progress in optical quantum computing [84, 10, 109] demands efficient schemes to verify perfor-

mance of optical quantum processes, which would serve as components and devices for the quan-

tum system. Characterization by quantum process tomography [26, 96, 32, 9, 90, 76, 99] could
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serve as a means for gathering sufficient assessment data to be used for verification, but, unfor-

tunately, quantum process tomography is inefficient: the sampling overhead scales exponentially

with system size, with system size being logarithmic in Hilbert space dimension corresponding to

how much quantum information (e.g., number of qubits) required to describe the system. Direct

fidelity estimation [41, 31] provides a way to partially characterize quantum channels with less

overhead, but its adaption to bosonic channels requires measuring the Wigner function of output

states at each phase-space point, and hence is not feasible due to the non-compactness of phase

space. Randomized benchmark [81, 82, 115, 98] provides a scalable method to evaluate the aver-

age performance of Clifford gates; however, its adaption to bosonic channels is not readily obtained

because Gaussian unitary operations, as continuous-variable analog of Clifford gates, do not form

an exact unitary 2-design [127]. We aim to devise efficient and experimentally feasible verification

schemes for bosonic channels.

Quantum-state verification is widely studied [11, 50, 110, 44, 92, 126]. Reliable and ef-

ficient verification schemes [11] for both bosonic Gaussian pure states and pure states gener-

ated by photon-number state inputs, linear optical interferometers, and photon number detec-

tions has been generalized to non-Gaussian cubic phase states [75]. These verification approaches

have been adapted to benchmarking continuous-variable (CV) quantum gates [40]. On the other

hand, a series of quantum-process benchmark approaches for bosonic channels have been ex-

plored [24, 23, 124, 12]. An alternative approach benchmarks the average fidelity of bosonic

quantum processes over all coherent states by preparing a two-mode squeezed vacuum state and

measuring a single observable [12].

An experimentally appealing adaptation [40] of recent verification schemes [11, 75] only es-

timates average fidelity over a finite-dimensional subspace chosen by selecting a finite set of co-

herent states. This subspace selection cannot assess quantum-channel performance over the entire

infinite-dimensional Hilbert space H . In contrast, the alternative scheme [12] is challenged by ex-

perimental limitations: online squeezing, which squeezes any state known or unknown [125, 86],

and quantum memories [80, 103]. Here we combine the favorable features of the state verifica-
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tion approach [11] and the unified quantum-benchmark approach [12] to develop our verification

schemes for bosonic channels.

We formulate quantum-channel verification as an adversarial game between a technology-

limited verifier and an untrusted, powerful prover who has significant but bounded quantum tech-

nology. Our average-fidelity witness issues a certificate that contains a tight lower bound of the

average fidelity of the quantum channel. We develop a general framework for verification of opti-

mal quantum channels, and, as examples of this framework, we present reliable and experimentally

feasible verification schemes for both multi-mode Gaussian unitary channels and single-mode am-

plification channels. Both schemes can be implemented by preparing two-mode squeezed vacuum

states and applying local homodyne detections, and the sample complexities for both two schemes

scale polynomially with all channel-specification parameters. Thus, our results provide experi-

mentally feasible tests of quantum components in bosonic quantum systems.

1.5 Overviews of chapters

In chapter 2, I review background on quantum information theory, including elementary quan-

tum information, quantum error correction, Gaussian quantum information as well as relativistic

quantum information, which lay the foundation for investigation in following chapters. Chapter 3

reviews quantum summoning, including original quantum summoning protocol and generalized

summoning protocols. In chapter 4, I present our results on efficient code for quantum summoning.

We propose a protocol based on a quantum error-correcting code to summon single qubits, which

consumes fewer resources than previous best results, plus encoding and decoding circuits. In chap-

ter 5, we develop a non-inertial quantum secret sharing protocol, including the relativistic effects

during the distribution of quantum shares. Specifically, we investigate how the fidelity of a (2,3)

quantum secret sharing protocol is affected by acceleration effects on quantum shares. Chapter 6

reviews several partial characterization approaches for quantum systems, including fidelity esti-

mation, verification and benchmarking. Chapter 7 presents a general framework for verification
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of quantum channels plus an average-fidelity witness, which yields a tight lower bound of aver-

age fidelity. For multi-mode Gaussian unitary channels and single-mode amplifying channels, we

present feasible and reliable verification protocols, where sample complexities scale polynomially

with all channel parameters. Chapter 8 is the conclusion of this thesis and outlook.
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Chapter 2

Background

2.1 Elements in quantum information

This section briefly reviews some basic knowledge and essential results in quantum information

theory. In Subsec. 2.1.1, I present the basic concepts of density matrix, positive operator-valued

measure (POVM) and quantum no-cloning theorem. Subsection 2.1.2 explains the definition of

quantum channels and various representations of quantum channels. Subsection 2.1.3 reviews trace

distance and fidelity of quantum states and average fidelity of quantum channels. Most content in

this section can be found in Refs. [88, 118].

2.1.1 Quantum states, measurements and no-cloning theorem

Given a d-dimensional Hilbert space H , a quantum pure state is represented by a vector |ψ〉 ∈

H 1. A general quantum state is represented by a density matrix ρ ∈ L (H ), where L (H )

denotes the space of linear transformations on H , such that ρ is positive semi-definite and tr(ρ) =

1.
1Precisely speaking, one pure state is a point in a complex projective space.
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Any measurement on state ρ can be represented by a POVM {Mi}, where for each i,

Mi ≥ 0, (2.1)

and

∑
i

Mi = 1. (2.2)

Each Mi corresponds a different measurement outcome labeled by i, and the probability to obtain

measurement outcome i is

pi = tr(Miρ). (2.3)

It is easy to check that the total probability sum equals one due to Eq. (2.2). When {Mi} are

orthogonal from each other, the associated measurement is called a projective measurement.

A special property of quantum information, which is different from classical information is the

quantum no-cloning theorem: an unknown quantum state cannot be copied. No-cloning theorem

can be easily proved using proof of contradiction. Suppose there is a unitary operation U on H ⊗2

such that ∀|ψ〉 ∈H ,

U |ψ〉 |anc〉= |ψ〉 |ψ〉 , (2.4)

where |anc〉 is an ancillary qudit. Then for |φ〉 6= |ψ〉, Eq. (2.4) yields

〈ψ|φ〉= 〈ψ|φ〉2 , (2.5)

which indicates that |φ〉 and |ψ〉 must be orthogonal. Thus, the assumption in Eq. (2.4) is not true,

and an unknown quantum state cannot be copied.

This subsection briefly reviews the mathematical concepts of quantum states and quantum

measurements as well as the quantum no-cloning theorem. The next subsection explains quantum

channels, which includes quantum measurements as a special case.
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2.1.2 Quantum channels

In this section, I first explain that a quantum channel is a completely positive and trace-preserving

(CPTP) map. Then I show three different representations of quantum channels.

A quantum channel E is a linear map

E : L (H ) 7→L (H ). (2.6)

E should map a density matrix to another density matrix, i.e., for any positive semi-definite matrix

ρ with trace one, E(ρ) is also positive semi-definite and has trace one. This means that E is positive

and trace-preserving. Furthermore, E is completely positive, which means that for any positive-

semidefinite matrix ρ ′ ∈L (H ⊗2), E ⊗1(ρ ′) is positive-semidefinite as well. Thus, a quantum

channel E is a CPTP map.

There are several different parametrization methods or representations for a quantum channel.

The first is Choi-Jamiołkowski isomorphism. Given a maximally entangled state

|Φ+〉=
d−1

∑
i=0
|i〉 |i〉 , (2.7)

the density matrix

CE := E ⊗1(|Φ+〉〈Φ+|) ∈L (H ⊗2) (2.8)

is called the Choi matrix of E . Choi-Jamiołkowski isomorphism claims that there is a one-to-

one correspondence between any quantum channel E and its Choi matrix CE . This isomorphism

provides a duality between quantum channels and quantum states.

The second representation is Kraus representation. A quantum channel can be represented by

a linear mapping

ρ →∑
i

ViρV †
i , (2.9)

where for each i, V †
i Vi ≥ 0 and ∑iV

†
i Vi = 1. Actually,

{
V †

i Vi

}
i

is a POVM. Using the definitions
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of POVM, one can see that the linear mapping in Eq. (2.9) is indeed a CPTP map.

The third representation is Stinespring dilation. Any quantum channel E : L (HA) 7→L (HA′)

can be dilated to an isometry

I :HA 7→HA′E (2.10)

IA→A′E(|ψ〉) = ∑
i

Vi |ψ〉⊗ |i〉 , (2.11)

where E denotes environment and {|i〉}i span an orthonormal basis of HE. It is easy to check that

trE I (ρ) yields the linear mapping in Eq. (2.9). As an isometry can be further extended to a unitary

transformation from HAE to HA′E, a quantum channel can be realized by a unitary evolution by

tracing out the corresponding environment.

This subsection has reviewed the concepts of quantum channels and three different represen-

tation of quantum channels. Choi-Jamiołkowski isomorphism is used for benchmarking bosonic

channels in Sec. 6.3 and Stinespring dilation is mentioned when discussing Gaussian channels in

Subsec. 2.4.4.

2.1.3 Distance measures

In this subsection, I explain two main distance measures for quantum states, one is fidelity, and the

other is trace distance. From these two distance measures for quantum states, I further explain the

induced distance measures for quantum channels.

The Schatten 1-norm of an operator M on H is

‖M‖1 := tr |M|, (2.12)

where |M| :=
√

M†M is non-negative. Given two density operators ρ1 and ρ2, the fidelity between

them is

F(ρ1,ρ2) := ‖√ρ1
√

ρ2‖2
1 . (2.13)
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If one of the two states is pure, for instance, ρ1 = |ψ〉〈ψ|, then Eq. (2.13) is simplified to

F(ρ1,ρ2) = 〈ψ|ρ2|ψ〉. (2.14)

F(ρ1,ρ2) equals one if and only if ρ1 = ρ2, and equals zero if and only if ρ1 and ρ2 have mutually

orthogonal supports.

As fidelity does not satisfy the triangular inequality, it is not a norm distance. The trace distance

between these two density operators is

‖ρ1−ρ2‖tr :=
1
2
‖ρ1−ρ2‖1 . (2.15)

The relation between fidelity and trace distance is indicated by the following bounding relation

1−
√

F(ρ1,ρ2)≤
1
2
‖ρ1−ρ2‖1 ≤

√
1−F(ρ1,ρ2). (2.16)

The relation implies that if F(ρ1,ρ2) is ε-close to 1, then ‖ρ1−ρ2‖1 is bounded above by 2
√

ε .

Reversely, if ‖ρ1−ρ2‖1 is bounded above by ε , F(ρ1,ρ2) must be ε-close to 1.

The trace-distanced induced norm distance between quantum channels E and E ′ is diamond

norm ∥∥E −E ′∥∥� := sup|φ〉∈H ⊗2 ‖E1⊗I(|φ〉〈φ |)−E2⊗I(|φ〉〈φ |)‖1 , (2.17)

where I is an identity channel. Although diamond norm is a norm distance to quantify the dif-

ference between two quantum channels, optimization over the Hilbert space is usually analytically

challenging. A more useful quantity, especially in experiments, is average fidelity. The average

fidelity of E , with respect to a unitary operation U , is

F̄E :=
∫
H

dψ 〈ψ|U†E(|ψ〉〈ψ|)U |ψ〉 , (2.18)

where dψ is a Haar measure on H . Although average fidelity is not a norm distance, it is common
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in experiments to use average fidelity to benchmark the average performance of a quantum gate [68,

25].

A closely related definition is entanglement fidelity that is the fidelity to preserve a maximally

entangled state

FE(E) := 〈Φ+|U†⊗1E ⊗I(|Φ+〉〈Φ+|)U⊗1 |Φ+〉 . (2.19)

Average fidelity and entanglement fidelity are related via [87]

F̄E =
dFE(E)+1

d +1
. (2.20)

Eq. (2.20) indicates that if we know either average fidelity or entanglement fidelity, we obtain the

other.

In this section, I have reviewed basic concepts in quantum information theory including quan-

tum states, POVM, quantum channels, and distance measures. These concepts appear in lots of

parts of this thesis.

2.2 Quantum error correction

This section reviews quantum error correction (QEC) theory starting from criteria of QEC in Sub-

sec. 2.2.1 and code distance in Subsec. 2.2.2. Then I review CSS codes in Subsec. 2.2.3 and the

formalism of stabilizer code in Subsec. 2.2.4. From Subsec. 2.2.1 to Subsec. 2.2.4, I mainly follow

the content in [97]. I explain basic algebraic graph theory in Subsec. 2.2.5 for the sake of the CSS

code in Subsection. 4.3. Finally, I review CWS code in Subsec. 2.2.6 and quantum secret sharing

in Subsec. 2.2.7 as particular quantum error-correcting codes.

2.2.1 Criteria of QEC

Suppose an orthonormal set of basis {|ī〉} spans the code space H , and Ξ is the set of Pauli

operators, which the code can correct. The necessary and sufficient conditions for the code to be
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enable to correct any error in Ξ is

∀Pa,Pb ∈ Ξ,〈ī|P†
a Pb | j̄〉=Cabδi j, (2.21)

where Cab is a Hermitian matrix, and δi j is the Kronecker delta function.

The condition (2.21) implies two conditions. The first is

For i 6= j,∀Pa,Pb ∈ Ξ,〈ī|P†
a Pb | j̄〉= 0. (2.22)

This must be satisfied, as otherwise, the orthogonality of the codes is destroyed and hence infor-

mation is damaged by errors. The second is that

∀Pa,Pb ∈ Ξ,〈ī|P†
a Pb |ī〉=Cab (2.23)

is independent of i. This must be true, because otherwise, by finding error operator Pa, we get

encoded quantum information. But obtaining this unknown quantum information implies that the

information has been disturbed, which is not supposed to be.

There is a special class of quantum error-correcting codes, called non-degenerate codes. An

Pa ∈ Ξ maps the code space C to a space PaC. In non-degenerate codes, all the spaces PaC are or-

thogonal to each other. Thus, the equivalent condition to correct quantum errors in non-degenerate

codes, is

∀Pa,Pb ∈ Ξ,〈ī|P†
a Pb | j̄〉= δabδi j. (2.24)

The quantum error-correcting codes, which do not satisfy Eq. (2.24), are degenerate codes. In

this case, the Hermitian matrix Cab is not diagonal. But by applying singular value decomposition,

we can find a unitary matrix U to diagonalize Cab, that is C =UDU†, where D is a diagonal matrix.

By defining

Fc = ∑
a

UcaPa, (2.25)
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we have

〈ī|F†
a Fb | j̄〉= Dabδi j. (2.26)

Thus, in the rotated basis
{

∑aUcaP†
a
}

, quantum errors can still be diagonalized.

2.2.2 Distance

We usually use three parameters [[n,k,d]] to describe a quantum error-correcting code, where n

is the number of physical qubits, k is the number of encoded qubits, and d is the distance of the

code. To explain the code distance, let us first introduce the weight of a Pauli operator. Denote

the n-qubit Pauli group as Gn. Given a Pauli operator g ∈ Gn, the weight of g is the number of

nontrivial single-qubit Pauli operators, i.e., X ,Y,Z, in the tensor product. For example, the weight

of a three-qubit Pauli operator X⊗Y ⊗ I is two.

The distance of a quantum error-correcting code is the minimum weight of a Pauli operator Pa

such that

〈ī|Pa | j̄〉 6=Caδi j. (2.27)

The definition of distance implies that for any Pauli operators Pa and Pb with weights
⌊d−1

2

⌋
, the

condition in Eq. (2.21) is automatically satisfied. Therefore, a quantum error-correcting code with

distance d can correct any
⌊d−1

2

⌋
-qubit quantum errors.

We have discussed the quantum errors which occur at unknown qubits. Now, we consider

correcting quantum errors at t specified qubits. We call these quantum errors at specified qubits as

located errors. In this case, the set of errors to be corrected, Ξ, is the set of Pauli operators, which

act only nontrivially on these t qubits. Hence, ∀Pa,Pb ∈ Ξ, the weight of P†
a Pb is no more than t.

For a quantum code with distance d > t, the criteria in Eq. (2.21) is satisfied. Thus, a quantum

error-correcting code with distance d can correct any (d−1)-qubit located error.

Another property of the quantum code with distance d is that it can detect whether any t-qubit

(t < d) quantum error happened or not. To guarantee that a measurement can detect whether a

t-qubit error Pa occurs or not, Pa should either keep the state unchanged or map the code to a state
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orthogonal to the code space. That is,

Pa |ī〉=Ca |ī〉+ |ψ⊥ai 〉 , (2.28)

where |ψ⊥ai 〉 is a state orthogonal to the code space. We find Eq (2.28) is equivalent to

〈ī|Pa | j̄〉=Caδi j. (2.29)

In a quantum code with distance d, any Pa with weight less than d satisfies Eq. (2.29). Thus, a

quantum error-correcting code with distance d can detect whether any (d−1)-qubit quantum error

occurs or not.

2.2.3 Calderbank-Shor-Steane code

CSS codes is a special kind of quantum error-correcting codes utilizing the conceptions in classical

linear codes. CSS codes are important because their special properties make their encoding easier

than other codes. Before going into the detail of CSS codes, let us first explain binary linear codes.

A binary linear code encodes k bits into n bits. In the n-dimensional binary linear space, a k-

dimensional binary subspace forms the code space. Each codeword encoding k bits is an element

in the code space. Suppose v is an arbitrary k-binary vector representing the k-bit information to

be encoded, the encoding process is a binary linear transformation

L(v) = vG, (2.30)

whereG is a k×n binary matrix. The resultant L(v), as an n-binary vector, is a codeword encoding

v.

We callG the generator matrix of this linear code. It consists of k linearly independent vectors,
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i.e.,

G=



u1

u2

...

uk


. (2.31)

{u1,u2, . . . ,uk} span the k-dimensional code space.

On the other hand, any codeword u of the linear code satisfies a linear constraint

Hu> = 0, (2.32)

where u is an n-binary vector, H is an (n− k)× n matrix, and 0 is an (n− k)-binary vector. We

callH the parity check matrix of this linear code.

The code space is the null space of the parity check matrixH . From the rank-nullity theorem,

we know that the row rank of matrix H is equal to n− k, i.e., n− k rows in H are linearly

independent from each other. Furthermore, from the linear constraint in Eq. (2.32), it’s easy to

conclude that

HG> = 0, (2.33)

whereG> is the transpose matrix ofG, and 0 is a (n− k)× k zero matrix.

An important concept in classical coding theory is the dual code. Let us denote the code with

generator matrix G and parity check matrix H as C. We know that the two matrices H and G

satisfy the relation in Eq. (2.33). Take the transpose of Eq. (2.33), we get

GH> = 0, (2.34)

where 0 is a k× (n− k) zero matrix.

Hence, if we considerH as the generator matrix of a linear code and vice versaG as the parity

check matrix, then we obtain a new linear code, denoted by C⊥, which is called the dual code of C.
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As the code spaces of C and C⊥ are spanned by row vectors in G and H respectively, and G and

H satisfy Eq. (2.33), the codes in C and C⊥ are orthogonal with each other.

Suppose C1 and C2 are two classical linear codes with k1× n generator matrix G1 and k2× n

generator matrixG2. The corresponding parity check matrices are (n−k1)×n dimensionalH1 and

(n− k2)×n dimensional H2, respectively. If all the rows of G2 are in G1 or linear combinations

of rows inG1, or equivalently, all the rows ofH1 are inH2 or linear combinations of rows inH2,

then the linear code C2 is a subcode of C1, i.e., C2 ⊆ C1.

As C2 ⊆ C1, one can obtain equivalence classes of C2 in C1. Given two codewords u,v ∈ C1,

they are equivalent, i.e., u ≡ v, if and only if there exists a codeword w ∈ C2 such that u = w+ v.

Hence, these different equivalence classes are called the cosets of C2 in C1, the number of which

equals to 2k1−k2 .

One can construct a CSS quantum error-correcting code from these two linear classical codes

C1 and C2. Each basis element of the CSS code is associated to a coset of C2 in C1, where each

basis element is an equally weighted superposition of all the codewords in the coset. That is

|ū〉 :=
1√
2k2

∑
w∈C2

|u+w〉 . (2.35)

In the case w ≡ w′, |w̄〉 and |w̄′〉 are the same logical qubit, i.e., |w̄〉 = |w̄′〉. The dimension of the

CSS code space equals to the number of cosets, 2k1−k2 . Thus, the CSS code encodes k1−k2 qubits

into n qubits.

The first proposed CSS code is the seven-qubit Steane code [108]. It is derived from the

Hamming code and its dual code. The Hamming code encodes four bits into seven bits, having the

generator matrix 

1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1

1 1 1 0 0 0 0


. (2.36)
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The generator matrix of its dual code is the parity check matrix of the Hamming code


1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1

 . (2.37)

One can easily find that the dual code of the Hamming code is an even-weight subcode of the Ham-

ming code. The odd-weight subcode of the Hamming code forms another coset in the Hamming

code. Thus, the Steane code, developed from the Hamming code and its dual code, is

|0̄〉 :=
1√
8 ∑

v∈Even
|v〉 , (2.38)

|1̄〉 :=
1√
8 ∑

v∈Odd
|v〉 , (2.39)

where Even denotes the set of even-weight hamming codes and Odd denotes the set of odd-weight

hamming codes.

This subsection introduces the CSS code and an important example, the Steane code. In the

next subsection, I will introduce the general formalism of stabilizer quantum error-correcting codes

and CSS code can be formulated as stabilizer code.

2.2.4 Stabilizer formalism of QEC

This subsection first introduces the Pauli group. Then I explain stabilizer codes, which are specified

by Abelian subgroups of the Pauli group. The CSS code studied in the last subsection can be further

formalized as a particular type of stabilizer codes. Finally, I discuss the encoding of stabilizer

codes.

An n-qubit Pauli group is

Gn :=±{I,X ,Y,Z}⊗n, (2.40)
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where

X :=

0 1

1 0

 , Z :=

1 0

0 −1

 , and Y := ZX . (2.41)

Here for the purpose of my investigation, it is enough to restrict to the real Pauli group and ignore

imaginary coefficients. The Pauli group module sign is isomorphic to a cartesian product of binary

vector spaces according to

IP : Gn/Z2→ Zn
2×Zn

2 :
n⊗

i=1

ZuiXvi 7→
[
u v

]
, (2.42)

where

u := [u1 . . .un] , v := [v1 . . .vn] . (2.43)

For example, in the two-qubit Pauli group, ZX is represented by binary vector
[

1 0 0 1

]
, and

Y X is represented by
[

1 0 1 1

]
. Two Pauli operators represented as binary vectors,

[
u v

]
and

[
u′ v′

]
, mutually commute if and only if

u ·v′+v ·u′ = 0, (2.44)

where · is the indefinite inner product

u ·v :=
n

∑
i=1

uivi ∈ Z2. (2.45)

Otherwise, these two Pauli operators anti-commute with each other.

A stabilizer code [46] is the simultaneous eigenspace of all the elements of an Abelian subgroup

S of Gn with eigenvalue one. A generator set of S is a set of independent elements in S such that

every element of S can be expressed as a product of the elements in this generator set. An [[n,k,d]]

stabilizer code has n− k independent stabilizer generators, each of which can be represented by

a 2n-dimensional binary vector. The [[n,k,d]] stabilizer code is characterized by an (n− k)× 2n
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stabilizer generator matrix, where each row represents a stabilizer generator.

The CSS code, discussed in Subsec. 2.2.3, is a stabilizer code whose stabilizer generators are

either tensor products of X operators and identities, or tensor products of Z operators and identi-

ties [46]. Hence, the CSS stabilizer code is characterized by an (n− k)× 2n stabilizer generator

matrix HZ 0

0 HX

 , (2.46)

where HZ and HX are two matrices, and the 0s are appropriately sized zero matrices. If the CSS

stabilizer is developed from the classical linear codes C1 and C2, thenHZ in Eq. (2.46) is the parity

check matrix of C1 andHX in Eq. (2.46) is the generator matrix of C2.

Now I explain the encoding of a stabilizer code with stabilizer S . The Pauli operators that

preserve the stabilizer code space but act nontrivially on the encoded state are the logical Pauli

operators on the encoded state [46]. The logical Pauli operators commute with all stabilizers in S

but lie outside S.

For an [[n,1,d]] stabilizer code with stabilizer S, we denote Z̄ and X̄ as the logical Z and logical

X operators on an n-qubit encoded state. Suppose |ψ0〉 is an eigenstate

Z̄ |ψ0〉= |ψ0〉 , (2.47)

and

{Mi}n−1
i=1

are n−1 independent stabilizer generators of S . The encoded logical states are [46]

|0̄〉 :=
1√

2n−1

n−1

∏
i=1

(I +Mi) |ψ0〉 , (2.48)

and

|1̄〉 :=
X̄√
2n−1

n−1

∏
i=1

(I +Mi) |ψ0〉=
1√

2n−1

n−1

∏
i=1

(I +Mi)X̄ |ψ0〉 . (2.49)

22



Equations (2.48) and (2.49) indicate how to encode one qubit by a stabilizer code.

Suppose |ψ0〉 = |0〉 is an eigenstate of Z̄ with eigenvalue one. To encode |ψ〉 by a CSS code,

using Eqs. (2.48) and (2.49), and the fact that Z-type stabilizers act trivially on |ψ0〉, one only needs

to apply X-type stabilizer operations. Furthermore, I+Mi can be implemented by the combination

of a Hadamard gate and CNOT gates, if Mi is a X-type stabilizer. Hence, by following this method,

one can obtain the encoding circuit of the Steane code.

2.2.5 Graphs and linear algebra

In this subsection, we begin by defining graphs and the binary linear space. After explaining

these two concepts, we describe an isomorphism from sets of edges of an n-vertex graph to binary

vectors with length
(n

2

)
[35]. Our approach is inspired by homology theory to construct quantum

error-correcting codes [54, 19]. Finally, we present examples of triangle graphs and star graphs.

A graph [35]

G := (V,E) (2.50)

comprises a set of vertices V and a set of edges

E ⊆V ×V. (2.51)

One example of a graph is the n-vertex complete graph, Kn.

To explain the binary linear space, we introduce GF(2), which is the smallest finite field con-

taining two elements {0,1}, together with addition and multiplication operations [73]. The linear

space [102] over field GF(2), denoted by Zm
2 , is a set {0,1}m, together with vector addition,

+ : Zm
2 ×Zm

2 → Zm
2 , (2.52)

23



and scalar multiplication,2

· : GF(2)×Zm
2 → Zm

2 . (2.53)

Next we explain the relation between an edge set E of a graph G and a binary vector with

length
(|V |

2

)
, where |V | is the cardinality of V .

Given Kn = (VK,EK), the power set of EK , which is the set of all the subsets of EK and denoted

2EK , forms a binary linear space E [35]. For U , U ′ ∈ 2EK , the addition of U and U ′ amounts to

the symmetric difference of U and U ′,

U +U ′ :=
(
U ∪U ′)\ (U ∩U ′) . (2.54)

The empty set is the zero element and

∀U ∈ 2EK ,−U := U . (2.55)

For vi and v j, an edge ei j is a unit vector in E , and e ji = ei j because we are dealing with

undirected graphs. The set of edges {
ei j
}

1≤i< j≤n (2.56)

forms an orthonormal basis of E . As
(n

2

)
edges exist in Kn,

dimE =

(
n
2

)
. (2.57)

Now we show that E is isomorphic to Z(
n
2)

2 [35]. Given any U ∈ E , an isomorphism is

IG : E → Z(
n
2)

2 : U 7→ u=
[
u1 . . . u(n

2)

]
, (2.58)

2Note we use · for the scalar multiplication only in Eq. (2.53) and Table 2.1. After this subsection, we use · only
for inner product.
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where

{ui}(
n
2)

i=1

are the coefficients of U with respect to the basis in Eq. (2.56). The isomorphic mappings of the

vector addition and the scalar multiplication are shown in Table 2.1.

Here we introduce two types of
(n

2

)
-dimensional binary vectors and two linear subspaces

spanned by these two types of vectors as examples of the isomorphism (2.58). These examples

are used later for the construction of the CSS stabilizer code in Sec. 4.3. The two types of vectors

in Z(
n
2)

2 are

Ti jk := ei j +e jk +eki, A j := ∑
1≤l≤n, l 6= j

el j, (2.59)

where ei j is the unit vector IG (ei j). From the isomorphism (2.58), these two types of vectors can

be represented by two different types of graphs. Ti jk is represented by a triangle graph connecting

vertices {
vi,v j,vk

}
, (2.60)

andA j is represented by a star graph with vertex v j connected to every other vertex.

We construct the linear space

C1 := span{A1,A2, . . . ,An−1} (2.61)

spanned by n−1 linearly independent
{
A j
}

, and the orthogonal linear space

C⊥1 := span{T123,T124, . . . ,T12n,T134, . . . ,T1n−1n} (2.62)

E Z(
n
2)

2
+ (U ∪U ′)\ (U ∩U ′) u+u′

· 0U = /0, 1U = U 0u= 0, 1u= u

Table 2.1: The mapping of the vector addition and the scalar multiplication on E to those operations

on Z(
n
2)

2
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(a)

(b)

(c)

1

2

3

4

T123 = [1 1 0 1 0 0]

1

2

3

4

T124 = [1 0 1 0 1 0]

1

2

3

4

T134 = [0 1 1 0 0 1]

1

2

3

4

A1 = [1 1 1 0 0 0]

1

2

3

4

A2 = [1 0 0 1 1 0]

1

2

3

4

A3 = [0 1 0 1 0 1]

1

2

3

4

A1 +A2 = [0 1 1 1 1 0]

1

2

3

4

A1 +A3 = [1 0 1 1 0 1]

Figure 2.1: For n = 4, (a) the triangle graphs representing T1 jk (2≤ j < k ≤ 4), (b) the star graphs
representingAl (1≤ l ≤ 3) and (c) the graphs representingA1 +Am (2≤ m≤ 3).
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spanned by
(n−1

2

)
linearly independent

{
Ti jk
}

. The elements in C⊥1 are represented by Eulerian

cycles (graph cycles that use each edge exactly once) [35]. Meanwhile, C1 comprises vectors

orthogonal to all vectors in C⊥1 [35], i.e.,

C1 =
(
C⊥1
)⊥

. (2.63)

We introduce an (n−2)-dimensional linear subspace of C1

C2 := span{A1 +A2,A1 +A3 . . . ,A1 +An−1} ⊂ C1. (2.64)

C2 together with C1 specifies the CSS code for summoning in Subsec. 4.3. Figure 2.1(a), (b) and

(c) depict the graphs representing bases of linear spaces C⊥1 , C1 and C2 respectively for n = 4.

This subsection has shown that the power set of the edge set of an n-vertex complete graph

forms a binary linear space, isomorphic to Z(
n
2)

2 . Hence, we have constructed a graph representation

of any
(n

2

)
-binary vector. The examples given in this subsection are useful to construct the CSS

code for quantum summoning.

2.2.6 CWS code

An ((n,k)) CWS code [30] encodes a k-dimensional Hilbert space to n qubits. This CWS code is

specified by a word stabilizer, which is a 2n-element Abelian subgroup S of Gn, and a set of k word

operators, which are n-qubit Pauli operators

{Pl}k
l=1.

The word stabilizer S specifies a unique |ψS〉 such that ∀M ∈ S ,

M |ψS〉= |ψS〉 . (2.65)
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The CWS code is spanned by the basis

{|wl〉 := Pl |ψS〉}k
l=1. (2.66)

Under local Clifford operations, any CWS code is equivalent to its standard form [30], whose

word stabilizer is a graph-state stabilizer [100], and whose word operators contain only Z operators

and identities. Thus, the stabilized state |ψS〉 of a CWS code in its standard form is a graph state.

Given a graph G = (V,E), the associated graph state is [100]

|G 〉= ∏
ei j∈E

CZei jH
⊗|V | |0〉|V | , (2.67)

where CZei j is the controlled-Z gate with control qubit i and target qubit j, and H is the Hadamard

gate.

CWS code is a non-stabilizer code and has been utilized to summon qubits [52]. I further

explain how a CWS code is used for quantum summoning in Subsec. 4.5.

2.2.7 Quantum secret sharing

Secret sharing [106, 16] is an important cryptography protocol which has applications in electronic

voting, electronic shopping and so on. Its quantum version [56, 27], i.e., QSS, can be divided,

according to the types of the secret and the communication channels, into three different types [83]:

classical-classical, classical-quantum and quantum-quantum. In this thesis, quantum secret sharing

(QSS) refers only to the QQ QSS, where the secret is quantum information and the communication

channels are all quantum channels.

In a secret sharing protocol, there is a dealer and multiple players. The dealer encodes a secret

into multiple shares and distribute these shares to all the players. The combination of players,

who lie in the access structure, are authorized to decode the secret. Whereas the combination

of players in the forbidden structure are denied, to obtain any information about the secret. Any
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subset of players is either an authorized set or a forbidden set. No subset of players can obtain

partial information about the secret.

Although QSS is defined differently from QEC, it has a close relation with QEC. Every QSS

code can be considered as a quantum error-correcting code, which can correct erasure errors. But

not every quantum error-correcting code is a QSS code. In general quantum error-correcting codes,

there exists a subset of physical qubits, which contains partial information of the encoded quantum

state.

An important kind of QSS protocol is a (k,n)-threshold QSS protocol, where k,n ∈ N and

k ≤ n. The dealer encodes a secret into n shares. Only sets of at least k players are authorized to

decode the quantum secret. Any set of less than k players cannot get any information about the

quantum secret.

From the no-cloning theorem, it’s obvious that n≤ 2k−1. Any (k,n)-threshold QSS code can

be easily obtained from a (k,2k− 1)-threshold QSS code. Any (k,2k− 1)-threshold QSS code is

a [[2k− 1,1,k]] quantum error-correcting code. In qubit case, k is at least three, i.e., the smallest

code of this type of quantum codes is the [[5,1,3]] code.

This section has reviewed the criteria of quantum errors to be corrected by QEC code and the

distance of a quantum code. I have explained how to obtain a CSS code from two classical linear

codes and the formalism of stabilizer codes. I have explained the connection between graph theory

and linear algebra for the sake of the CSS code for quantum summoning. This section also has

reviewed CWS codes, which are non-stabilizer codes and QSS as a particular QEC code.

2.3 Relativistic quantum information

This section reviews relativistic quantum information theory. I first review Minkowski spacetime

in Subsec. 2.3.1 and Rindler coordinates in Subsec. 2.3.2. In Subsecs. 2.3.3 and 2.3.4, I review

quantization of scalar field, Fock space and Bogoliubov transformation. In Subsec. 2.3.5, I explain

the evolution of a scalar field inside a moving cavity in non-inertial frames, which is further studied
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in Sec. 5.1.

2.3.1 Minkowski spacetime

This section reviews Minkowski spacetime and the basic concepts in special relativity, which pro-

vide important tools for later investigation. Spacetime is a differential manifoldM, at each point of

which is locally isomorphic to an Euclidean space R4. We can define a coordinate function which

maps each point p ∈M to R4. For instance, in (3+1)-dimensional flat spacetime, i.e., Minkowski

spacetime, the coordinate function is (t,x,y,z), where t is the time, and (x,y,z) are the spatial co-

ordinates. The coordinates for two inertial observers are connected by a Lorentz transformation.

Throughout this thesis, we use c = h̄ = 1.

Each point in spacetime is equipped with a metric tensor. In (3+ 1)-dimensional Minkowski

spacetime, the metric tensor at every point is

g =



−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


. (2.68)

The metric tensor is Lorentz invariant, so also called Lorentz metric tensor. The metric tensor gab

connects a covariant vector χa, which transforms in the same way as the transformation of coordi-

nates, with the contravariant vector χa, which transforms in the opposite way as the transformation

of coordinates,

χa = gabχ
b. (2.69)

The inverse of the metric tensor gab is gab, i.e.,

gabgbc = δ
c
a . (2.70)
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Given a vector v = va in spacetime, the norm of v is

(v,v) = vava = gabvavb. (2.71)

This norm is not positive semi-definite. If (v,v)> 0, then v is a space-like vector; if (v,v)< 0, then

v is a time-like vector; and if (v,v) = 0, then v is a light-like vector. The metric tensor gives the

infinitesimal distance between two neighboring points χ and χ +dχ , named line element,

ds2 = gab(χ)dχ
adχ

b. (2.72)

This subsection presents basic concepts on Minkowski spacetime. In the next subsection, I

explain Rindler coordinate that is the proper coordinate for a uniformly accelerating observer.

2.3.2 Rindler coordinates

This subsection discusses the proper coordinate for a uniformly accelerating observer, called Rindler

coordinate. Besides coordinate system, I review proper time and proper length in Rindler coordi-

nate. This subsection also discusses the four spacetime regions in a Rindler coordinate system.

The proper coordinates of an observer accelerating with a constant acceleration is called Rindler

coordinate. The correspondence between the (1+1)-dimensional Minkowski coordinates (t,x) and

the (1+1)-dimensional Rindler coordinate (χ,η) in region I is

x = eχ coshη , t = eχ sinhη , (2.73)

where χ > 0, and η ∈ R. The metric tensor at each point (χ,η) is

g =

−e2χ 0

0 e2χ

 (2.74)
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x
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χ

η

III
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P

Figure 2.2: The figure shows a Rindler coordinate. x is position and t is time in Minkowski space-
time. The hyperbolic curve with χ =constant is the trajectory of a uniformly accelerating observer.
The line with η =constant is the simultaneity plane for the uniformly accelerating observer. The
entire space is split into four regions: I, II, F, and P. The observer moves only inside region I.

Hence, the line element is

ds2 = e2χ
(
−dη

2 +dχ
2) . (2.75)

We can see that the light speed in Rindler coordinates is still one.

Then let us see the accelerated motion of an observer moving along a time-like curve with

constant χ . Along a curve with constant χ , the proper time is

τ =
∫ √

−ds2 =
∫

dηeχ = ηeχ . (2.76)

The proper acceleration of an observer, moving along a curve with constant χ , is a constant,

a = e−χ . (2.77)

For an observer accelerating with a constant acceleration, the simultaneity plane is the curve
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with constant η . The proper length along the curve with constant η is

l =
∫ √

ds2 =
∫

dχeχ = eχ . (2.78)

Thus, if two point-like objects move with different but constant accelerations, the proper length

between these two objects, in the perspective of any constant accelerating observer, is a constant.

The Rindler coordinate splits the whole spacetime into four regions: I, II, F and P. The co-

ordinate systems in region II can be obtained by flipping the signs in Eq. (2.73). A uniformly

accelerating observer, called Rob, follows a trajectory with constant χ . Rob’s trajectory asymp-

totically approaches the light-like line x = t, with speed asymptotically goes to the speed of light,

and x = t forms an event horizon for Rob. Rob can neither receive information from nor send

information to region II. Regions I and II are causally disconnected from each other.

2.3.3 Quantization of scalar field

This subsection reviews Klein-Gordon equation and quantization of a real scalar massless field. A

real scalar field, i.e., the Klein-Gordon field satisfying the Klein-Gordon equation,

(
�−m2)

φ = 0, (2.79)

where �= ∂µ∂ µ and m = 0 if it is a massless field. The massless Klein-Gordon equation is just a

wave equation (
∂

2
t −∂

2
x
)

φ = 0. (2.80)

By noting the momentum

p= (∂t ,∂x) = (ω,k), (2.81)

where ω is frequency and k is wave number. Eq. (2.80) implies that

ω =±|k|. (2.82)
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In another word, Klein-Gordon equation admits both positive-frequency and negative-frequency

solutions. For an inertial observer, the positive frequency solutions are

∂tφk =−iωkφk, (2.83)

where ω = |k|, while negative frequency solutions are

∂tφ
∗
k = iωkφ

∗
k . (2.84)

An orthonormal set of solutions can be chosen with respect to the Lorentz-invariant pseudo

inner product

(φ1,φ2) =−i
∫

Σ

dx(φ1∂tφ
∗
2 −φ

∗
2 ∂tφ1) , (2.85)

where Σ is a space-like separated hypersurface. By using the fact that current

jµ = φ∂µφ
∗−φ

∗
∂µφ (2.86)

satisfies the conservation law

∂µ jµ = 0, (2.87)

and Gauss’s theorem, we can get that the pseudo inner product in Eq. (2.85) is independent of

the hypersurface we choose. However, j0 can be negative, implying that it cannot be interpreted

as a probability density. The pseudo inner product in (2.85) is not positive semidefinite, but only

positive semidefinite for positive frequency solutions. We have

(φk,φk′) =−(φ∗k ,φ
∗
k′) = δkk′, (φk,φ

∗
k′) = 0. (2.88)

The field Φ is a linear combination of positive frequency solutions φk and negative frequency

34



solutions φ∗k

Φ = ∑
k
(αkφk +α

∗
k φ
∗
k ) , (2.89)

where α and α∗ are complex coefficients. To quantize the massless scalar field, the coefficients α

and α∗ are replaced by annihilation operator â and creation operator â†; hence, Φ becomes a field

operator

Φ̂ = ∑
k

(
âkφk + â†

kφ
∗
k

)
. (2.90)

where the annihilation and creation operators satisfy the commutation relations

[âk, âk′] =
[
â†

k , â
†
k′

]
= 0[

âk, â
†
k′

]
= δk,k′1. (2.91)

In curved spacetime, the operator � is [15]

�φ =
1√

−det
(
gab
)∂µ

(√
−det

(
gab
)
gµν

∂νφ

)
. (2.92)

Using Eq. (2.74), we know that in Rindler coordinates, the Klein-Gordon equation becomes

(
∂

2
η −∂

2
χ

)
φ = 0. (2.93)

For an observer accelerating with a constant acceleration, the positive and negative frequency

modes are

∂ηφk =−iωφk, (2.94)

∂ηφ
∗
k = iωφ

∗
k , (2.95)

respectively. Thus, the splitting of positive frequency and negative frequency solutions to the

Klein-Gordon equation is not unique, but depends on the movement trajectory of the observer.
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This subsection reviews Klein-Gordon equation, which admit both positive-frequency and

negative-frequency solutions. For different observers, the splitting of positive- and negative-frequency

solutions can be different. Next subsection explains the Fock space established by particles of the

scalar field and the transformation between two different sets of solutions to field equation.

2.3.4 Fock space and Bogoliubov transformation

This subsection explains the concept of Fock space and Bogoliubov transformations between in-

equivalent Fock spaces. Fock space and Bogoliubov transformations are not only regarding to

quantized scalar field, but also employed for quantized electromagnetic field later in Sec. 2.4.

An annihilation operator âk annihilates a photon in state φk, whereas a creation operator â†
k

creates a photon in state φk. To construct the whole Hilbert space, we start from the vacuum state

|0〉F that is

∀k, âk |0〉F = 0. (2.96)

By applying a linear combination of creation operators, we get a single-boson state

|ψ〉= ∑
k

γkâ†
k |0〉F , (2.97)

where ∑k |γk|2 = 1. Similarly, we can get a two-boson state by applying creation operators on a

single-boson state. In such a way, any n-boson state can be obtained. Hence, the bosonic Fock

space is

C⊕H ⊕S(H ⊗H )⊕S(H ⊗H ⊗H )⊕ . . . , (2.98)

where H is the Hilbert space spanned by all the single-boson states, and S is a symmetrization

operator on a tensor product of H s.

As claimed in Subsec. 2.3.3, the choice of classifying positive and negative frequency solutions

is not unique. For an inertial observer, the positive and negative frequency modes are denoted by

φk and φ∗k . For a non-inertial observer (e.g., Rindler observer), the positive and negative frequency
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modes are denoted by φ̃k and φ̃∗k . These two different classifications of positive and negative

frequency modes span the same field,

Φ̂ = ∑
k

(
âkφk + â†

kφ
∗
k

)
= ∑

k

(
ˆ̃akφ̃k + ˆ̃a†

k φ̃
∗
k

)
(2.99)

Hence, there is a transformation, called Bogoliubov transformation, connecting these two clas-

sifications, i.e.,

φ̃k = ∑
k′

αk,k′φk′+βk,k′φ
∗
k′, (2.100)

where αk,k′,βk,k′ ∈ C. From Eq. (2.88), we get

αk,k′ =
(
φ̃k,φk′

)
, and

βk,k′ =−
(
φ̃k,φ

∗
k′
)
. (2.101)

The corresponding transformation on annihilation and creation operators is

ˆ̃ak = ∑
k′

α
∗
kk′ âk′−β

∗
kk′ â

†
k′, (2.102)

ˆ̃a†
k = ∑

k′
αkk′ â

†
k′−βkk′ âk′. (2.103)

As the new set of annihilation and creation operators should still satisfy the anti-commutation

relations, the Bogoliubov transformation coefficients must satisfy

∑
l

α
∗
klαk′l−β

∗
klβk′l = δkk′, (2.104)

∑
l

αklβk′l−βklαk′l = 0. (2.105)

A general Bogoliubov transformation preserves the pseudo inner product (2.85), but does not

preserve the number of particles. A Bogoliubov transformation with at least one βk,k′ 6= 0 makes

annihilation operators become linear transformations of both annihilation and creation operators.
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As vacuum state is annihilated by any annihilation operator, a vacuum state, after such a Bo-

goliubov transformation, is no longer a vacuum state; hence, the Fock space after Bogoliubov

transformation is no longer the original Fock space. Mathematically, Bogoliubov transformation is

a linear transformation between two different representations of canonical commutation relations

in Eq. (2.91). Specifically, Unruh effect [33, 114] tells us that the vacuum state in an inertial frame

becomes a thermal state in Rindler coordinates.

I have explained that Bogoliubov transformation can yield inequivalent Fock spaces. Essen-

tially, there can be two inequivalent vacuum states for two different observers. In the next sub-

section, I present a physical model utilizing Bogoliubov transformation to study the evolution of

quantum information localized in a cavity moving non-inertially.

2.3.5 Scalar field inside a moving cavity in non-inertial frame

This section reviews the relativistic effects on the dynamics of a scalar field restricted inside a

rigid cavity moving in space [21, 42, 43]. We investigate the trajectory shown in Fig. 2.3, where

a cavity is initially in an inertial frame, starts accelerating uniformly, and goes into another initial

frame after a certain time. The sudden change of the acceleration of the cavity alters the frequency

concerning a comoving observer; hence, the number of particles does not remain constant during

the sudden change of the acceleration. As this trajectory of cavity forms a basic building block

(BBB) for any arbitrary trajectory in spacetime, the results in this section paves the way for us to

investigate relativistic effects involving general motion trajectories.

Suppose the proper length of the cavity is L. When t < 0, the left mirror is at the position xl

and the right mirror is at the position xr = xl +L. When t = 0, the cavity starts accelerating. The

proper acceleration of the left mirror is al =
1
xl

and the proper acceleration of the right mirror is 1
xr

;

hence, the proper distance between two mirrors, for an accelerating observer inside the cavity

during acceleration, is still L.

Suppose the two mirrors of the cavity are perfectly reflecting; hence, the values of the scalar

field at two boundaries are zero. By solving the Klein-Gordon equation with these boundary con-
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x

I

II

III

t

⌘ = constant

Figure 2.3: BBB for an arbitrary trajectory. The world lines of the left and right walls of the
cavity are depicted. In region I, the cavity is inertial. In region II, the two walls of the cavity
are accelerating with two different proper accelerations until the Rindler coordinate time η =
τ

a , where τ and a are proper time and acceleration respectively. In region III, the cavities have
stopped accelerating and back in the inertial frame again. The hyperbolas (red curves) represent the
trajectories of the cavity walls moving with constant proper acceleration, and the (black) straight
lines correspond to the trajectories of the walls while they move inertially.

ditions in Minkowski spacetime, we get

φn(t,x) =
1√
nπ

sin
(

πn
L
(x− xl)

)
e−i πn

L t , (2.106)

where n∈N+ and xl ≤ x≤ xl +L. Analogously, we can get the solutions to Klein-Gordon equation

in Rindler coordinates,

φ̃m(η ,χ) =
1√
kπ

sin
(

πm
L′

(χ−χl)
)

e−i πm
L′ η , (2.107)

where χl = lnxl is the position of the left mirror in Rindler coordinates,

L′ = lnxr− lnxl = ln
xl +L

xl
(2.108)

is the Rindler coordinate length of the cavity and χl ≤ χ ≤ χl +L′.

The Bogoliubov coefficients from region I to region II are conceptually determined by Eqs. (2.101).
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However, those coefficients cannot be written in terms of elementary functions [43]. To circumvent

this problem, ref. [43] introduces a dimensionless parameter

h = acL
(

or
acL

c2

)
, (2.109)

where

ac =
2

xl + xr
=

2
2xl +L

, (2.110)

is the acceleration of an accelerating observer in the center of the cavity.

We consider the case that ac� c2

L . Then the Bogoliubov coefficients in Eqs. (2.101) are calcu-

lated perturbatively in h, i.e., the Taylor-Maclaurin expansions around h = 0,

0αnm = 0α
(0)
nm + 0α

(1)
nmh+ 0α

(2)
nmh2 +O(h3), (2.111)

0β nm = 0β
(1)
nmh+ 0β

(2)
nmh2 +O(h3). (2.112)

In the basis of {φn,φ
∗
n }n∈N+ , the Bogoliubov transformation from region I to region II is written in

terms of a Bogoliubov coefficient matrix

B =

 0α −0β

−0β
∗

0α
∗

 , (2.113)

where 0α =
(

0αnm
)

n,m∈N+ and 0β = (0β nm)n,m∈N+ . Each entry in matrix B is a perturbative

expansion in terms of h, as shown in Eqs. (2.111) and (2.112).

Within region II, there is only free evolution, i.e., phase rotations. To express phase rotation

in terms of proper time in region II, we calculate proper frequency and see how proper frequency

changes perturbatively in h. From Eq. (2.76), we know that the ratio between proper time and

Rindler coordinate time is
τ

η
= eχ . (2.114)
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Using Eq. (2.77), the ratio between the proper frequency, ω̃ , for the observer in the middle of

the cavity and the Rindler coordinate frequency, ω ′ = kπ

L′ , equals the proper acceleration of the

observer, i.e.,
ω̃

ω ′
= ac. (2.115)

Using the definitions of h and ω ′, we get

ω̃ =
kπh
LL′

. (2.116)

Below, we substitute L′ as a function of L and h.

From Eq. (2.110), we know that

xl =
1
ac
− L

2
. (2.117)

Plugging this into Eq. (2.108), we obtain

ω̃ =
kπh

2Larctanh h
2

= ω
(
1+O

(
h2)) , (2.118)

where ω = kπ

L . Thus, the Bogoliubov transformation in region II is

R(τ) 0

0 R(τ)∗

 , (2.119)

whereR(τ) = diag
{

eiω̃τ |k ∈ N+
}

.

As the Klein-Gordon equation is a Lorentz invariant equation, the solution in region III in terms

of (t,x) is identical to Eq. (2.106) except that xl is different. Thus, the Bogoliubov coefficients from

region II to region III is obtained by just switching the two-mode functions in the Klein-Gordon
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inner product of the Bogoliubov coefficients from region I to region II. Using the fact that

(φ̃m,φn) =(φn, φ̃m)
∗, (2.120)

(φ̃m,φ
∗
n ) =− (φn, φ̃

∗
m), (2.121)

and Eq. (2.113), we know the Bogoliubov transformation matrix from region II to region III is

0α
†

0β
>

0β
†

0α
>

 . (2.122)

Eqs. (2.104) and (2.105) imply that the above Bogoliubov transformation matrix is the inverse

matrix of B in (2.113), i.e.,

B−1 =

0α
†

0β
>

0β
†

0α
>

 . (2.123)

Thus, from region I to region III, the Bogoliubov transformation is

 α −β

−β∗ α∗

 , (2.124)

where

α= 0α
†R(τ)0α− 0β

>R(τ)∗ 0β
∗, (2.125)

and

β = 0α
†R(τ)0β− 0β

>R(τ)∗ 0α
∗. (2.126)

Again, these Bogoliubov coefficients can be calculated perturbatively in h, i.e.,

αnm = α
(0)
nm +α

(1)
nm h+α

(2)
nm h2 +O(h3), (2.127)

βnm = β
(1)
nm h+β

(2)
nm h2 +O(h3), (2.128)
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where α
(0)
nm = δnme−iωnτ . Using the perturbative expansions of the Bogoliubov coefficients (2.127),

for the second-order terms of (2.104), we get

Re
(

α
(2)
kk

)
+ fα,k− fβ ,k = 0, (2.129)

where

fα,k :=
1
2 ∑

n6=k

∣∣∣α(1)
nk

∣∣∣2 ,
fβ ,k :=

1
2 ∑

n6=k

∣∣∣β (1)
nk

∣∣∣2 . (2.130)

These perturbative Bogoliubov coefficients were computed [21].

Although the calculation is based on scaler field, the relativistic effects on the evolution of

quantum information inside a non-inertially moving cavity can be simulated by electromagnetic

fields in cavities. Suppose we have a Fabry-Pérot cavity with two parallel reflecting mirrors. This

cavity has one partially transmitting mirror and a perfectly reflecting mirror. When a waveguide

with matching impedance is aligned closely to the transmitting mirror, the cavity can be coupled

with the waveguide on one side. Transverse electromagnetic (TEM) modes in both the cavity and

the waveguide can encode quantum information.

From Eq. (2.118), we know the frequency is slightly detuned during the acceleration of the

cavity. Thus, a cavity, with a broad spectral width of the resonator mode, is necessary to sustain

the resonator mode during acceleration [104]. In a cavity of length about one centimeter, the

fundamental resonance frequency is between tens of GHz and one hundred GHz, which falls in

the microwave region. To make h = 0.01, the acceleration ac needs to in the order of 1017m/s2,

which is not feasible. To circumvent this problem, physicists use superconducting waveguides

with tunable boundary conditions to simulate the quantum relativistic effect due to non-inertial

motions [61, 119, 42].

In this section, I have reviewed Minkowski spacetime and Rindler coordinates. Then I have
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discussed quantized scalar field along with Fock space and Bogoliubov transformations. At last,

I explained the evolution of quantum information encoded in a scalar field inside a cavity, which

moves non-inertially.

2.4 Gaussian quantum information

This section reviews CV quantum information [105, 20], especially Gaussian quantum informa-

tion theory [116]. In Subsec. 2.4.1, I review the quantization of the electromagnetic field, leading

to a harmonic oscillator. Subsection 2.4.2 reviews phase space representation of CV quantum

states. Subsetion 2.4.3 reviews basic concepts in Gaussian quantum information, including Gaus-

sian quantum states and Gaussian quantum unitary operations. Subsection 2.4.4 reviews Gaussian

quantum channels. Finally in Subsec. 2.4.5, I review (2,3) CV QSS protocol.

2.4.1 Quantization of electromagnetic field

This subsection reviews quantization of the electromagnetic field. I start with classical electro-

magnetic fields to obtain quantized harmonic oscillators. The content in this subsection is based

on Ref. [78].

To begin, let us consider classical electromagnetic fields in free space. They are described by

the following Maxwell equations

∇×H =
∂D

∂ t
, (2.131)

∇×E =−∂B

∂ t
, (2.132)

∇ ·B = 0, (2.133)

∇ ·D = 0, (2.134)

with B = µ0H and D = ε0E. By using the fact that ∇×∇×E = ∇(∇ ·E)−∇2E, one can get
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the wave equation

∇
2E− 1

c2
∂ 2

∂ t2E = 0, (2.135)

where c = 1√
ε0µ0

is the speed of light.

Consider the electromagnetic wave confined in a box of volume V = Lx×Ly×Lz. The electric

field can be expanded as a sum

E(t,x) = ∑
k,p=±1

upAk,p(t)eikx+u∗pAk,p(t)∗e−ikx, (2.136)

where k=
(

2nxπ

Lx
,

2nyπ

Ly
, 2nzπ

Lz

)
is the wavenumber, p denotes the polarization, u±1 :=

(
1√
2
,± i√

2
,0
)

is a unit vector representing a polarization direction, and Ak(t) is the time-dependent amplitude of

the electric field. Each pair (k,p) specifies a plan-wave mode. One can obtain similar expansion

for the magnetic field. From the energy density of electromagnetic field, i.e. 1
2

(
ε0|E|2 + 1

µ0
|B|2

)
,

we have

H= 2ε0V ∑
k,p
|Ak,p|2. (2.137)

If we define the generalized position and momentum as

X :=

√
2ε0V
h̄ω

Ak,p(t)+Ak,p(t)∗√
2

(2.138)

P :=

√
2ε0V
h̄ω

Ak,p(t)−Ak,p(t)∗√
2i

, (2.139)

where ω = |k| is the frequency, then for each mode (k,p), its Hamiltonian can be written as

H=
h̄ω

2
(X2 +P2). (2.140)

We can see that each mode of the electromagnetic field is a harmonic oscillator and they are inde-

pendent from each other.

Now we are ready to quantize the electromagnetic field. Let us replace the classical generalized

position X and momentum P by position operator q̂ and momentum operator p̂, which satisfy the
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commutation relation (h̄ = 1)

[q̂, p̂] = i1. (2.141)

Here we just focus on one mode and ignore all the other modes. Define the annihilation and

creation operators

â :=
q̂+ ip̂√

2
(2.142)

â† :=
q̂− ip̂√

2
. (2.143)

Hence, the Hamiltonian in Eq. (2.140) becomes the Hamiltonian of one quantum harmonic oscil-

lator

H= h̄ω

(
â†â+

1

2

)
. (2.144)

Finally, the quantized electric field in the cavity is

Ê(t,x) =

√
h̄ω

2ε0V ∑
k,p
upâk,p(t)eikx+u∗pâ†

k,p(t)e
−ikx. (2.145)

Compared with Eq. (2.136), we find that by quantizing electric field, we just replace the classical

amplitude by annihilation and creation operators satisfying the commutation relation in Eq. (2.91).

In this subsection, I have reviewed how to get quantized electric field from classical electric

field by replacing generalized position and momentum by operators and introducing commutation

relation between position and momentum operators.

2.4.2 Phase space

In this subsection, I review Weyl displacement operators and Wigner functions of trace-class oper-

ators. Then I also review P-presentation and Q-representation.

For a bosonic system with m modes, each mode is a quantized harmonic oscillator. Hence, the

total state space is a tensor product of Hilbert spaces H ⊗m, where H is a single-mode Hilbert
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space, spanned by Fock number states {|n〉F}∞
n=0, and m denotes the number of modes.

Each density operator on F is a trace-class operator. Given an observable O, its mean value is

〈O〉
ρ

:= tr(Oρ) =
∞

∑
n=0
〈n|O |n〉F . (2.146)

To make tr(Oρ) well defined for any ρ on F , either O is bounded or a sequence of bounded

self-adjoint operator O(n) exists such that ∀|ψ〉 ∈H [49]

∥∥∥O(n) |ψ〉−O |ψ〉
∥∥∥→ 0, as n→ ∞, (2.147)

where ‖·‖ is the Euclidean norm on F . For example, although the number operator n̂ is not

bounded, due to the finite energy restriction, a sequence of operators

{
m

∑
n=0

n |n〉F 〈n|
}∞

m=0

(2.148)

approaches the limit in (2.147), so the mean photon number tr(n̂ρ) is always well defined.

Weyl displacement operators

D(α) := exp

(
m

∑
i=1

αiâi−α
∗
i â†

i

)
, (2.149)

where α := (α1, . . . ,αm) ∈ Cm, span an orthogonal basis for trace-class operators on F⊗m [105].

Any trace-class operator ρ can be written as an integral

ρ =
1

πm

∫
Cm

d2mαχρ(α)D(−α), (2.150)

where

χρ(α) := tr(ρD(α)), (2.151)

is called the characteristic function of density operator ρ . The Fourier transformation of χρ(α) is
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the Wigner function

Wρ(α) :=
∫
Cm

d2mβ

π2m eαβ
†−βα†

χρ(β), (2.152)

which is a quasi-probability function over the phase space. The total integral of a Wigner function

is one, i.e., ∫
Cm

d2mαWρ(α) = 1. (2.153)

The projection of Wρ(α) onto one quadrature yields a marginal distribution, which can be sampled

by homodyne detections. However, different from a classical probability distribution, Wρ(α) can

have negative values.

Similarly, we can obtain the Glauber-Sudarshan P-representation Pρ(α) and Husimi Q-representation

Qρ(α) of ρ from the Fourier transformations of different characteristic functions

χ
(1)
ρ (α) := tr(ρD(α))e

|α|2
2m+1 , (2.154)

and

χ
(−1)
ρ (α) := tr(ρD(α))e−

|α|2
2m+1 , (2.155)

respectively. Pρ(α) of ρ satisfies

ρ =
∫
C2m

d2mαPρ(α) |α〉〈α| , (2.156)

and is not a well-defined function if ρ is a non-classical state. Whereas, Qρ(α) of ρ satisfies

Qρ(α) =
1

πm 〈α|ρ |α〉 , (2.157)

and is always a well-defined function for any state ρ .

This subsection reviews three different phase-space distributions of CV quantum states by in-

troducing Weyl displacement operators. In the next subsection, I focus on a particular class of CV

states: Gaussian states.
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2.4.3 Gaussian states and Gaussian unitary operations

In this subsection, I explain Gaussian states and Gaussian unitary operations. I explain essential

Gaussian states like coherent states, thermal states, and squeezed vacuum states. I also review

common single-mode and two-mode Gaussian unitary operations.

Gaussian states are those states whose Wigner function is a Gaussian distribution. Gaussian

states can be characterized by their first two statistical moments of the quadrature operators. De-

note the vector of quadrature operators by

x̂= (q̂1, p̂1, q̂2, p̂2, . . . , q̂m, p̂m) , (2.158)

where for each mode k, the position and momentum operators are

q̂k =
1√
2
(âk + â†

k), (2.159)

p̂k =
−i√

2
(âk− â†

k), (2.160)

and the canonical commutation relations between two sets of quadrature operators are

[q̂k, q̂k′] = [p̂k, p̂k′] = 0,

[q̂k, p̂k′] = iδkk′. (2.161)

The first two satistical moments of x̂ are mean values

x̄ := 〈x̂〉= Tr(x̂ρ), (2.162)

and covariance matrix

Vi j :=
1
2
〈{

x̂i−〈x̂i〉, x̂ j−〈x̂ j〉
}〉
, (2.163)

where {A,B} := AB+BA is the anti-commutator.
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Discrete variable (qubit or qudit) Continuous variable
Finite-dimensional Hilbert space Countably-infinite-dimensional Hilbert space

Pauli group Heisenberg-Weyl (HW) group
Clifford group HW(m)oSp(2m,R)

Table 2.2: Comparison between discrete-variable quantum information and CV quantum informa-
tion.

Gaussian operations are those operations that preserve the Gaussian character of a quantum

state. Gaussian-preserving unitary operations form the semidirect product group [13]

HW(m)oSp(2m,R) = {US,d;S ∈ Sp(2m,R),d ∈ R2m} (2.164)

for HW(m) the Heisenberg-Weyl group comprising displacement operations (2.149) on m-mode

phase space and Sp(2m,R) := {S ∈ GL(2m,R);SΩS> = Ω} the real symplectic group compris-

ing squeezers and linear optical interferometers. Gaussian unitary operations are generated by

Hamiltonians which are quadratic in annihilation and creation operators. Table 2.2 shows the anal-

ogy between Pauli group and Heisenberg-Weyl group, as well as Clifford group and the group of

all Gaussian unitary operations.

Here, unitary operations are those transformations U ∈L (F ) such that ∀|ψ〉, |φ〉 ∈H ,

〈ψ|φ〉= 〈Uψ|Uφ〉 . (2.165)

Both HW(m) and Sp(2m,R) are non-compact groups, and they have unitary representations on

Hilbert space H . The unitary operations

e−i(φ1+α â+α∗â†) (2.166)

for φ ∈ [0,2π) and α ∈ C form a unitary representation of HW(1) on H [18]. Unitary opera-

tion US,d, inducing symplectic transformation S and displacement d on phase space, is the unitary

representation of HW(m)oSp(2m,R) on H .
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In Heisenberg picture, a Gaussian unitary operation leads to a linear transformation of the

quadrature operators

x̂→U†
S,dx̂US,d = Sx̂+d. (2.167)

Every Gaussian unitary operation is equivalent to an affine map (S,d) in phase space. In terms of

the mean values and the covariance matrix of quadrature operators, a Gaussian unitary operation

(S,d) transforms

x̄→ Sx̄+d,

V → SV S>. (2.168)

As the first two statistical moments characterize a Gaussian state, the transformations in Eqs.

(2.168) completely characterize a Gaussian unitary transformation.

Here I provide some important examples of Gaussian unitary operations, which will be used

later. We begin with vacuum state that is the state annihilated by annihilation operator

â |0〉F = 0. (2.169)

By applying a displacement operator D(α), we get a coherent state

|α〉= D(α) |0〉F . (2.170)

Coherent state |α〉 is the eigenstate of the annihilation operator â, i.e.,

â |α〉= α |α〉 . (2.171)

The mean values of quadrature operators are x̄= (Re(α), Im(α)). The covariance matrix V is the

identity matrix.
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A thermal state at temperature T is a Gaussian state with density operator on Fock basis

ρT (n̄T ) =
∞

∑
n=0

n̄n
T

(n̄T +1)n+1 |n〉F 〈n| , n̄T :=
1

e
h̄ω

kBT −1
, (2.172)

where n̄T is the mean photon number, ω is the frequency for this mode, and kB is Boltzmann’s

constant. The density operator of a thermal state can be represented as a function of annihilation

and creation operators [29, 39],

ρT (n̄T ) =
1

n̄T +1

∞

∑
n=0

(−1)nâ†nân

n!(n̄T +1)n . (2.173)

The mean values are zero and the covariance matrix is

V = (2n̄+1)1, (2.174)

where 1 is an identity matrix.

Next, we discuss single-mode squeezed states, which can be generated by degenerate sponta-

neous parametric down-conversion (SPDC). When a strong pump laser with phone frequency 2ω

is ejected onto a nonlinear crystal, there are certain nonzero probability that a photon is split into

two photons with the same frequency ω . The Hamiltonian of the nonlinear optical process is

H= ih̄(s∗â†2− sâ2), (2.175)

where s ∈ C.

Suppose s is real; hence, the unitary operation U = exp
( iH

2h̄

)
leads to the Bogoliubov transfor-

mation

â→ coshsâ− sinhsâ†. (2.176)
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Then the quadrature operators are transformed by the symplectic matrix

S =

e−s 0

0 es

 (2.177)

The covariance of a single-mode squeezed state is

V =

e−2s 0

0 e2s

 , (2.178)

indicating that the uncertainty of quadrature q̂ is squeezed, while the uncertainty of quadrature p̂

is amplified.

Besides single-mode quantum operations, two-mode quantum operations are also common for

CV quantum information processing. Beam splitting is a two-mode quantum operation, which

combines two optical fields and preserves the total photon number. The Hamiltonian of beam

splitting is

H= ih̄
(

γ
∗â†

1â2− γ â1â†
2

)
, (2.179)

where γ ∈ C. Suppose γ is real. Then the unitary operation exp
(−iH

h̄

)
leads to the Bogoliubov

transformation

â1→ cosγ â1− sinγ â2 (2.180)

â2→ cosγ â2 + sinγ â1 (2.181)

Hence, the symplectic transformation of beam splitting on quadrature operators is

BS =

cosγ 1 −sinγ 1

sinγ 1 cosγ 1

 . (2.182)

Another kind of two-mode quantum operation is two-mode squeezing. Two-mode squeezed
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state can be generated by non-degenerate SPDC. In non-degenerate SPDC, a strong pump laser is

ejected onto a nonlinear crystal, and certain photons with frequency 2ω are split into two photons,

one with frequency ω1 and the other with frequency ω2 = 2ω −ω1. The Hamiltonian of this

process is

H= ih̄
(

s∗â1â2− sâ†
1â†

2

)
, (2.183)

where s ∈ C.

Suppose s is real. Then the unitary operation exp
(−iH

h̄

)
leads to the Bogoliubov transformation

â1→ coshsâ1 + sinhsâ†
2, (2.184)

â2→ coshsâ2 + sinhsâ†
1. (2.185)

The symplectic transformation on quadrature operators is

T MS =

coshs1 sinhsZ

sinhsZ coshs1

 , (2.186)

where Z =

1 0

0 −1

. From Eq. (2.168), we know that the covariance matrix of a two-mode

squeezed vacuum state is

V =

 v1
√

v2−1Z
√

v2−1Z v1

 , (2.187)

where v = cosh2 s+ sinh2 s.

From the covariance matrix (2.187), we find that that

Var
(

q̂1− q̂2√
2

)
= Var

(
p̂1 + p̂2√

2

)
= e−2s, (2.188)

where Var(A) = 〈A2〉− 〈A〉2. When s > 0, the variances of the linear combinations of quadrature

operators in Eq. (2.188) are squeezed, meaning that the two modes are correlated with each other.
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2.4.4 Gaussian channels

This subsection first reviews the general form of Gaussian channels. Then I present the canonical

form of a single-mode Gaussian channel. Finally, I discuss two types of single-mode Gaussian

channels: one is thermal lossy channel; the other is the amplifying channel. This subsection

mainly follows the content in [116].

A Gaussian channel maps a Gaussian quantum state to another Gaussian quantum state. A

general Gaussian channel yields the transformation

x̄→Mx̄+d, (2.189)

V →MVM>+N , (2.190)

whereM andN> =N are real matrices satisfying

N + iΩ− iMΩM> ≥ 0. (2.191)

When N = 0 and M is a symplectic matrix, the Gaussian channel becomes a Gaussian unitary

operation in Eq. (2.168).

Any single-mode Gaussian channel E , characterized by d,M andN , is equivalent to a canon-

ical single-mode Gaussian channel Ec up to two Gaussian unitary operations. For the canonical

form Ec, dEc = 0 and both MEc and NEc are diagonal matrices, which are determined by three

parameters, invariant under Gaussian unitary operations. The first is

R := min [rank(M), rank(N)] . (2.192)

The second is transmissivity of the channel

ζ := detM . (2.193)
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The third is thermal number n̄, the definition of which is omitted here.

Now let me explain two important classes of single-mode Gaussian channels. The first one

is lossy channel or attenuation channel, for which, R = 2 and 0 < ζ < 1. The transformation

matrices for lossy channels are

MEc =
√

ζ1, NEc = (1−ζ )(2n̄+1)1. (2.194)

Lossy channels can be implemented by a beam splitter with transmissivity ζ combining the input

mode with ρT (n̄). The second one is amplifying channel, for which, R = 2 and ζ > 1. The

transformation matrices for amplifying channels are

MEc =
√

ζ1, NEc = (ζ −1)(2n̄+1)1. (2.195)

Amplifying channels can be implemented by a two-mode squeezing operation combining the input

mode with ρT (n̄).

This subsection has reviewed the general form of multi-mode Gaussian channels and the canon-

ical form of single-mode Gaussian channels. Next subsection presents a CV quantum communi-

cation protocol.

2.4.5 Continuous-variable tripartite QSS

In this subsection, let us review a tripartite QSS protocol where the secret is CV quantum informa-

tion. This protocol was investigated theoretically [72] and experimentally implemented in optical

system [71]. This protocol is a (2,3)-threshold QSS protocol. It encodes one quantum state into

a tripartite quantum state as three quantum shares. These three quantum shares are distributed to

three players. Any two players can use their two quantum shares to decode the secret quantum

state.

Hereafter suppose the secret state is an arbitrary coherent state. As all the coherent states form

an overcomplete basis of the infinite-dimensional Hilbert space, this QSS protocol can share any

56



CV quantum information in principle. Now I explain how this protocol encodes and decodes a

coherent state in the Heisenberg picture.

Suppose the quadrature operators of the secret coherent state are (q̂α , p̂α). Two ancillary states

are both single-mode squeezed vacuum states, one of which is squeezed in quadrature q̂ and the

other is squeezed in quadrature p̂. The quadrature operators of these two ancillary states can be

written as
(

e−sq̂(0),es p̂(0)
)

and
(

esq̂′(0),e−s p̂′(0)
)

, where
(

q̂(0), p̂(0)
)

and
(

q̂′(0), p̂′(0)
)

are the

quadrature operators of two vacuum states and s is the squeezing parameter.

The two ancillary states are combined by a balanced beam splitter, and the output state is a

two-mode squeezed state. One output is combined with the secret state by another balanced beam

splitter. Hence, the two outputs of the second beam splitter together with the other output of the

first beam splitter form the three quantum shares. The quadrature operators of these three quantum

shares are expressed in terms of the input quadrature operators in the following.

(q̂1, p̂1) =

(
1√
2

q̂α +
1
2

e−sq̂(0)+
1
2

esq̂′(0),
1√
2

p̂α +
1
2

es p̂(0)+
1
2

e−s p̂′(0)
)
, (2.196)

(q̂2, p̂2) =

(
1√
2

q̂α −
1
2

e−sq̂(0)− 1
2

esq̂′(0),
1√
2

p̂α −
1
2

es p̂(0)− 1
2

e−s p̂′(0)
)
, (2.197)

(q̂3, p̂3) =

(
1√
2

e−sq̂(0)− 1√
2

esq̂′(0),
1√
2

es p̂(0)− 1√
2

e−s p̂′(0)
)
. (2.198)

Fig. 2.4 shows the encoding circuit of this (2,3) quantum secret sharing scheme.

These three quantum shares are distributed to players 1, 2 and 3. If s is large enough, all the

quantum shares contain high quantum noises such that any single player can obtain little informa-

tion about the quantum secret state. If player 1 and player 2 collaborate, they just combine their

two quantum shares by a balanced beamer. One output of the beam splitter is the quantum secret

state.

If player 2 and player 3 collaborate, then they first combine their two quantum shares by a

2/3 reflective beam splitter. Then they apply a homodyne detection on quadrature q̂ of one output

of the beam splitter, obtaining the measurement outcome qout. Hence, they apply a displacement

operation on quadrature q̂ of the other output of the beam splitter with the shift amount being
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Figure 2.4: The encoding circuit for CV (2,3)-threshold quantum secret sharing. The “8” shaped
symbol represents a two-mode squeezed-vacuum state. The upper two modes are combined on a
balanced beam splitter. The three outputs are three quantum shares, denoted by mode 1, mode 2,
and mode 3.

the product of qout and amplification gain G = 2
√

2. The final state is a squeezed version of the

quantum secret state. The quadrature operators of the final state are

(q̂final, p̂final) =

(
√

3q̂α −
√

6e−sq̂(0),
1√
3

p̂α −
√

2√
3

e−s p̂′(0)
)
. (2.199)

When the squeezing parameter s goes to infinity, the fidelity of the decoded state approaches unity.

A similar decoding scheme for the case that player 1 and player 3 collaborate is omitted here.

In this section, I have reviewed the quantized harmonic oscillator and phase spacetime rep-

resentation of CV quantum states. I have discussed Gaussian quantum states, Gaussian unitary

operations and Gaussian quantum channels. Finally, I have reviewed a CV QSS protocol, which is

used later in Sec. 5.2.

This chapter reviews elements of quantum information theory, QEC, relativistic quantum infor-

mation, and Gaussian quantum information. QEC is utilized for quantum summoning protocol in

Chapter 4. The results on relativistic quantum information lays the foundation for relativistic quan-

tum secret sharing in Chapter 5. Gaussian quantum information theory is useful in Chapters 5, 6
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and 7.
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Chapter 3

Quantum summoning

This chapter reviews quantum summoning, first proposed by Kent [65] and reformulated by Hay-

den and May [52]. After that, more general summoning protocols are introduced [2, 53, 66] and

more efficient QEC codes are proposed for summoning [54, 121]. Quantum summoning is in-

vestigated for both the purpose of relativistic quantum cryptography [62, 63, 67] as well as for

the interpretation of quantum information paradoxes in subtle spacetime structures [85]. I explain

quantum summoning as an adversarial game formulated in [52] in Sec. 3.1. Section 3.2 presents

the mathematical definitions of summoning including notations. Section 3.3 reviews several gen-

eralized quantum summoning tasks.

3.1 Quantum summoning

This section introduces a quantum task, called quantum summoning, in Minkowski spacetime.

Quantum summoning is a relativistic quantum information processing task combining both quan-

tum mechanics and special relativity. I explain the procedure of this task and also present two

examples to illustrate how to summon a qubit by using quantum secret sharing or quantum error

correction code.

Summoning is an information processing protocol involving two adversarial parties Alice and

Bob [65, 52, 54]. Bob’s role is to provide quantum information to Alice and to designate where the
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quantum information is to be summoned and Alice’s role is to summon quantum information at

the designated spacetime location. Associated with each request point y is a reveal point zy that is

in the causal future of y. The intersection of the future light cone of y with the past light cone of zy

is called a causal diamond, expressed as . We label causal diamonds and show a label i in the

diamond as i . Besides the request and reveal points, Alice and Bob also agree upon a starting

point s, where Bob provides the quantum information to Alice.

Alice and Bob can arrange their agents at various points in spacetime prior to the start of

summoning [54]. Bob designates one agent to be the referee who sends quantum information to

point s and classical information to all the request points. Alice designates one agent to be the

starting agent S, who is situated at point s, and she delegates agents to each request and reveal

point. We label the agent at point x by Ax. Suppose Alice and her agents have ideal quantum

devices and instantaneous quantum-information-processing power. Figure 3.1 shows an example

of Alice’s and Bob’s agents arranged in spacetime.

When summoning starts, the referee prepares a quantum state

|ψ〉 ∈H , (3.1)

where H is a finite d-dimensional Hilbert space [52], and transmits |ψ〉 to the starting agent. Alice

and all her agents do not have any knowledge of |ψ〉. The referee randomly chooses one request

point, say y, and sends the request only to Ay. Then Alice’s task is to present the quantum state |ψ〉

at the corresponding reveal point zy, by her agents’ collaboration.

Given a set of causal diamonds
{

i
}N

i=1
, summoning might be infeasible [65] due to the

restrictions of both the no-cloning theorem [93, 120, 34, 91] and no superluminal communica-

tion [120]. Quantum summoning is possible when there exists a protocol for Alice such that, no

matter which request point is chosen, Alice can reconstruct the state at the corresponding reveal

point with perfect certainty.

Theorem 1 ([52]). Summoning is possible if and only if the following two conditions are satisfied.
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y1 y2

y3

z1 z2

z3

s

referee

reveal agent

request agent

starting agent

t

x y

Figure 3.1: Three causal diamonds (red, blue and purple) in spacetime. The red oval shape is a
causal diamond formed by two spacetime points close to light-like line and the purple line segment
is a causal diamond formed by two light-like seperated spacetime points. A referee, a starting
agent, three request agents, and three reveal agents are arranged in spacetime. An arrow represents
a quantum communication channel from one agent to another agent, and a line segment between
two agents represents a classical channel from one to the other. The referee sends a quantum
state |ψ〉 to the starting agent, and randomly chooses y2 to send a classical request to Ay2 . The
starting agent encodes |ψ〉 to three qutrits and distribute them to three request agents respectively.
Ay2 sends her qutrit to Az2 . Receiving no request, the request agents at y1 and y3 send their qutrits
to Az3 and Az2 respectively. Hence, Az2 receives two qutrits and decodes the state |ψ〉.
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1. All reveal points are in the causal future of s.

2. Each pair of causal diamonds is causally related, which means that there exists a point in one

causal diamond that is causally related with at least one point in the other causal diamond.

We call a set of causal diamonds satisfying these two conditions a “valid configuration" for sum-

moning.

We represent a configuration of causal diamonds by a graph G as follows [52, 54]. We assign

each causal diamond to a vertex and use the label of the causal diamond to label the vertex. If two

causal diamonds are causally related, an edge e is inserted between the two corresponding vertices

in G. A valid configuration of N causal diamonds is represented by an N-vertex complete graph

denoted KN , for which each pair of vertices is connected by an edge [35].

In Fig. 3.1, we present an example of using quantum secret sharing [27, 47, 83] to summon

quantum information [52]. After receiving a qubit |ψ〉, the starting agent encodes |ψ〉 into three

qutrits1 [27] and distributes the three qutrits to the three request agents. If Ayi (i = 1,2, or 3)

receives the request, then the request agent sends her qutrit to the reveal point

zi := zyi. (3.2)

Otherwise, she sends her qutrit to the reveal point z(i−1) mod3. In such a way, no matter which

request agent receives the request, the associated reveal agent receives two qutrits to retrieve the

original qubit |ψ〉.

Quantum summoning is an operational task to interpret how quantum information can be de-

localized and later localized again in spacetime. Quantum summoning can be considered as a

superposition of localization of quantum information in spacetime in a restricted way: quantum

information is delocalized in several causal diamonds, possibly overlap with each other, such that

the quantum information can be localized in any one of these causal diamonds, but localization

in one causal diamond forbids the localization in any other causal diamond. However, this classi-

1A qutrit or a quantum trit is a quantum state in a three-level system
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cal interpretation of the locality of quantum systems is not accurate, as quantum particle only has

operation meaning when we consider a detector and any particle cannot have a definite position

without any uncertainty. What we mean by localization of quantum information is that in a small

region in spacetime, the probability to detect a particle within this region is close to unit [94]. Fur-

thermore, All the agents in quantum summoning are in one inertial frame such that we do not need

to consider how Lorentz transformation affects quantum information.

In this section, I have reviewed quantum summoning as an adversarial game. The conditions

for quantum summoning imply the limitation of distribution of quantum information in spacetime.

QEC code, specifically, QSS can be used to summon quantum information.

3.2 Mathematical definition of summoning

In this section, we mathematically define both classical and quantum summoning. We begin by

formalizing the notions of past and future light cones and causal diamonds. We then establish

notations for a configuration of causal diamonds and the sets of request and reveal points. Subse-

quently, we give a careful definition of both classical and quantum summoning, and when these

tasks are trivial.

Each spacetime point is x ∈M, where M denotes Minkowski spacetime [111]. The future

light cone for x is

fut(x) := {w ∈M;w� x} , (3.3)

where w� x indicates that information can be sent from x to w. The past light cone for x is

pas(x) := {w ∈M;w≺ x} , (3.4)

where w ≺ x indicates that information can be received at x from w. A causal diamond for a pair
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of points (yi,zi) ∈M×M satisfying yi ≺ zi is

i := {x ∈M;x ∈ fut(yi)∩pas(zi)} . (3.5)

A configuration of causal diamonds is

C :=
{

i ;yi ≺ zi

}
, (3.6)

and N := |C |. Two causal diamonds i and j are causally related if and only if ∃x ∈ i ,

∃w ∈ j such that either x ∈ fut(w), or x ∈ pas(w). The set of request points is

REQ :=
{

yi ∈M; i ∈ C
}
, (3.7)

and the set of reveal points is

REV :=
{

zi ∈M; i ∈ C
}
. (3.8)

A starting point is s ∈M such that ∀z ∈ REV,z ∈ fut(s), where there is a starting agent S.

We now formalize Kent’s classical summoning protocol [65] by making each object mathemat-

ically well defined. Given starting agent S at s ∈M, request agents

REQAG :=
{

Ay;y ∈ REQ
}

(3.9)

and corresponding reveal agents

REVAG := {Az;z ∈ REV} , (3.10)

and S possessing n-bit string m ∈ {0,1}n, summoning is the task of delivering m to any agent in

REVAG given arbitrary external selection of some y ∈ REQ, which is only revealed at spacetime

point y.
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Remark 1. Classical summoning is trivial because S broadcasts m to all z ∈ REV [65].

The notion of quantum summoning [65, 52] builds on the concept of classical summoning,

which we formalize as follows. Given a starting agent S, REQAG and REVAG, and S possessing

quantum information

|Ψ〉 ∈H ⊗n
2 (3.11)

(with S possibly oblivious to |Ψ〉), summoning is the task of delivering |Ψ〉 to any agent in REVAG

given arbitrary external selection of some y ∈ REQ, which is only revealed at spacetime point y.

Remark 2. Summoning is trivial if S has a classical description of |Ψ〉 because S broadcasts this

description such that all agents in REVAG receive and can reconstruct |Ψ〉.

Remark 3. Quantum summoning is trivial if there is a causal curve, which starts from s and runs

sequentially through all i ∈ C in any order. The protocol is trivial in this case because quantum

information can simply be sent along this causal curve. When quantum information arrives at

j , Ay j decides whether to send it to z j or to send it to the next causal diamond depending on

whether she receives the request or not. In the next section, I explain more generalized quantum

summoning protocols.

3.3 Generalization of quantum summoning

This section explains several generalized versions of quantum summoning. These quantum tasks

relax the restriction of single one request, generalize the functional dependence of reveal points

on the classical inputs at request points, and study localization in any arbitrary spacetime regions

rather than causal diamonds, respectively.

The first generalized quantum summoning task is a multi-request single-reveal summoning

task [2]. The difference of this generalized summoning task is that Bob’s agent, referee, does not

have to choose only one request point. Instead, he randomly chooses a nonempty set

{yi; i ∈ S} (3.12)
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of request points, where S⊆ [N] and S 6= /0. Then, Alice, with her agents, is required to reconstruct

the state |ψ〉 at any reveal point

z ∈ {zi; i ∈ S}. (3.13)

Corollary 1.1 ([2]). Multi-request single-reveal summoning task is possible if and only if the fol-

lowing two conditions are satisfied:

1. All reveal points are in the causal future of s.

2. For any nonempty subset S ∈ [N], there exists i ∈ S such that zi is in the causal future of y j

for every j ∈ S.

The conditions in Corollary 1.1 is more restrictive than the conditions in Theorem 1.

Another generalized summoning task generalizes the functional dependence of reveal point on

the classical inputs at request points [66]. The difference between this generalized summoning

task and the original summoning task is that in the original summoning tasks, the classical input

at every request point yi is one bit: one indicates a request at zi and zero indicates no request at zi.

In this generalized summoning task, the input at each request point yi can be any integer mi ∈ [ni],

and f (m1, . . . ,mN) determines which reveal point Alice should reconstruct the unknown state |ψ〉,

where f is a surjective mapping

f : [n1]× [n2]×·· ·× [nN ]→ [N], (3.14)

where × denotes a Cartesian product. This task is possible when there exists a protocol for Alice

such that no matter what inputs are at the request points, Alice, with her agents, can reconstruct

the unknown state at the corresponding reveal point.

Corollary 1.2 ([66]). Summoning task with unconstrained inputs and a single reveal point is pos-

sible if and only if the following conditions are satisfied:

1. All reveal points are in the causal future of s.
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2. For each pair of reveal points (zi,z j), the set Si j := {yk;yk ≺ zi,yk ≺ z j,k ∈ [N]} 6= /0.

3. For each pair of reveal points (zi,z j), any possible inputs at the set of request points Si j can

logically exclude at least one possibility of zi and z j as the designated reveal point.

Quantum summoning for a set of causal diamonds can also be generalized to a localization

task, where quantum information is distributed over a collection of arbitrary spacetime regions. In

the localization task, a third party, Charlie, prepares a state |ψ〉, which is unknown to both Alice

and Bob, and hands |ψ〉 over to Alice at point s. Bob’s task is to randomly choose a spacetime

region, say Σ, from a set of arbitrary spacetime regions, and prepare |ψ〉 by utilizing exactly the

information present inside Σ. Although Bob can access only the information present inside the

region Σ, he does not have to reconstruct |ψ〉 inside Σ. Instead, Bob can reconstruct the state |ψ〉

either inside Σ or later. Alice’s task is to distribute state |ψ〉 over all the spacetime regions, with

help from her agents, such that no matter which region Bob chooses, he can always successfully

prepare state |ψ〉. To accomplish this task, Alice can designate her agents to be distributed any-

where in spacetime.

A localization task is possible when no matter which region Bob chooses, there exists a protocol

for Bob to reconstruct the state |ψ〉 with perfect certainty.

Corollary 1.3 ([53]). Localization task is possible if and only if

1. For each spacetime region, there is at least one point in the causal future of s.

2. Each pair of spacetime regions is causally related, which means that there exists a point in

one region that is causally related to at least one point in the other region.

When those spacetime regions are causal diamonds, these two conditions become the same as the

conditions in Theorem 1.

All these different versions of quantum tasks follow the common basic idea: certain unknown

quantum information, prepared somewhere in spacetime, is delocalized over a set of spacetime

regions and then localized later at another spacetime point. All these tasks and their conditions
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to be possible provide us with the operational interpretations of the limitations of distribution of

quantum information in spacetime. Studying which quantum tasks is possible in spacetime and

which is impossible may be a way to find potential applications in relativistic quantum cryptog-

raphy [64, 77]. On the other hand, understanding the flow of quantum information in Minkowski

spacetime paves the way for physicists to solve quantum information puzzles in subtle spacetime

structures [55, 51, 85].

This chapter has reviewed quantum summoning and the generalized tasks. The next chapter

presents protocols to accomplish these tasks based on a QEC code.
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Chapter 4

Efficient code for quantum summoning

This chapter presents an efficient QEC code to summon quantum information. For single-qubit

summoning, we present a protocol based on a Calderbank-Shor-Steane code that decreases the

space complexity for encoding by a factor of two compared to the previous best result and reduces

the gate complexity from scaling as the cube to the square of the number of causal diamonds. Our

protocol includes decoding whose gate complexity scales linearly with the number of causal dia-

monds. Our thorough framework for quantum summoning enables full specification of the proto-

col, including spatial and temporal implementation and costs, which enables quantum summoning

to be a well-posed protocol for relativistic quantum communication purposes.

We specify the actions that the starting agent and each of the request and reveal agents perform

to fulfill any summoning request in Sec. 4.1. The revised protocols for generalized quantum sum-

moning tasks are provided in Sec. 4.2. For any valid configuration of causal diamonds, we propose

a CSS code for the protocol of quantum summoning in Sec. 4.3. The encoding and decoding cir-

cuits of the CSS code are provided in Sec. 4.4. In Sec. 4.5, we show that the CSS code consumes

fewer quantum resources than the CWS code [52].
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Figure 4.1: (a) A configuration of four causal diamonds in 2+1 dimensions. Three request points
(y2,y3,y4) are placed at the base vertices of an equilateral triangular prism and a fourth (y4) is
placed at the centroid of base vertices. The reveal points are placed at the midpoints of the top
vertices (z1,z2,z3) and the centroid of the top vertices. The volume of the diamond is not shown
for visual clarity. The black arrows represent causal connections between points. (b) A complete
graph representing the causal connections between the diamonds depicted in (a). For the CSS code
the qubit qi j is assigned to edge ei j. (c) A table showing which requests agents is each physical
qubit sent to.

4.1 Protocol for summoning

Here we propose a protocol using the CSS code (1.1) for summoning one qubit in any valid space-

time configuration. This CSS code assigns one qubit to each edge of the complete graph KÑ ; hence,

the number of qubits used by the protocol is

Q =

(
Ñ
2

)
, (4.1)

for N and Ñ related according to Eq. (1.1).

For a spacetime configuration with an even number N of causal diamonds, Ñ := N and S em-

ploys the CSS code (1.1) to encode a qubit,

|ψ〉= α |0〉+β |1〉 , (4.2)

into Q (4.1) qubits and assigns each qubit to an edge of the complete graph KÑ . The qubit assigned
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to the edge ei j is called qi j, where ei j denotes the edge connecting i to j for i, j ∈ [N] and

i 6= j,.

S sends qi j to Ayi if

yi ≺ z j, (4.3)

and to Ay j if

y j ≺ zi. (4.4)

If Ayi receives the summoning request, she sends all the qubits in her possession to Azi . Otherwise,

she sends each qubit qi j in her possession to Az j . As each vertex is adjacent to N− 1 edges, any

reveal agent, who receives the summoning request, receives N− 1 qubits. Later, we prove that

∀r ∈ [N] := (12 · · ·N), the qubits

{qrk;k ∈ [N]\{r}} (4.5)

can be used to decode |ψ〉 perfectly. Fig. (4.1) shows how the qubits are assigned to the request

agents for a configuration of four causal diamonds.

In a configuration of an odd number of causal diamonds,

Ñ := N +1. (4.6)

S introduces one more vertex

N+1

to obtain graph KN+1. This new vertex can be seen as fictitious causal diamond causally related

to every causal diamond, but the summoning request is never sent to this causal diamond. Then S

employs the CSS code (1.1), which encodes |ψ〉 into
(N+1

2

)
qubits. As before, S sends each qubit

qi j, where i, j ∈ [N], to Ayi if

yi ≺ z j, (4.7)
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and to Ay j if

y j ≺ zi. (4.8)

S sends each additional qubit q j N+1 to reveal agent Az j . As in the even case, if Ayi receives the

summoning request, Ayi sends all the qubits in her possession to Azi . Otherwise, she sends each

qubit qi j in her possession to Az j . Any reveal agent who receives the summoning request, ultimately

receives N qubits to decode |ψ〉. For any r ∈ [N +1], the qubits

{qrk;k ∈ [N +1]\{r}} (4.9)

can be used to decode |ψ〉 perfectly.

This subsection has explained our protocol for quantum summoning. The next section explains

how the quantum summoning protocol can be revised to accomplish generalized summoning tasks.

4.2 Protocols for generalized summoning

This protocol can also be used to accomplish a multi-request single-reveal summoning task. Corol-

lary 1.1 implies that in a valid configuration for multi-request single-reveal summoning task, the

causal diamonds are causally ordered. Denote Ayr the earliest request agent, who receives a re-

quest. By following the above protocol, the reveal agent Azr receives the N−1 qubits if N is even

and the N qubits if N is odd; hence, Azr can decode the state |ψ〉.

This protocol can also be amended, by adding preshared entangled Bell states and teleportation

operations, to accomplish a quantum summoning task with unconstrained classical inputs [66]. To

interpret how teleportation works in this revised protocol, we first consider the simplest nontrivial

case, where for each pair (i, j), there are only two request points in Si j and then use iteration

to show that this revised protocol works in any valid configuration. Suppose Si j = {yp,yq} for

p,q ∈ [N], and Ayp and Ayq preshares np entangled Bell pairs with labels in [np]. When summoning

begins, S sends the quantum share ρi j to Ayp . When Ayp receives a classical input mp, Ayp applies
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Bell measurement on the combination of ρi j and the entangled state with label mp and broadcast

the measurement outcomes and the value of mp. When Ayq receives a classical input mq, Ayq sends

the entangled state with label m, for every m ∈ [np], to zi if the pair of inputs (m,mq) precludes z j,

and vise versa. This operation works as condition 3 in Corollary 1.2 indicates that any pair (m,mq)

must preclude at least one of zi and z j as the designated reveal point. Ayq also broadcasts her value

of mq.

In such a way, if zi or z j is the designated reveal point, the corresponding reveal agent must

receive the quantum state and classical information enough to reconstruct ρi j. Applying the above

protocol for every pair of i and j guarantees that the designated reveal agent zr can always receive

enough information to prepare all the qubits in Eq. (4.5) and hence reconstruct |ψ〉. If there are

more than two request points in Si j, by iterating the above protocol for all the agents at request

points in Si j, the designated reveal agent must receive enough information to reconstruct ρi j. Thus,

the revised protocol can accomplish quantum summoning task with unconstrained classical inputs

for any valid configuration.

Again, this protocol can be revised to accomplish a localization task. In a localization task,

Alice encodes state |ψ〉 into Q qubits. For each pair of spacetime regions Σi and Σ j, where we

suppose Σi causally precedes Σ j, Alice sends ρi j to Σi. If Bob is not present in Σi, then Alice’s

agent in Σi sends ρi j to Σ j. In this way, Bob in region Σr can always obtain all the N−1 qubits in

Eq. (4.5), and thus reconstruct |ψ〉.

In both Subsecs. 4.1 and 4.2, we have discussed protocols based on a CSS code encoding

one qubit into
(Ñ

2

)
qubits. Subsection 4.3 provides the detail of the CSS code (1.1) used in our

protocols.

4.3 The CSS code

In this subsection, we propose a stabilizer code with each qubit assigned to an edge of KÑ . We

show that it is an
[[(Ñ

2

)
,1, Ñ

2

]]
CSS code, which can be used to summon a qubit by protocols in
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Secs. 4.1 and 4.2.

Theorem 2. The stabilizer code, specified by a

[(
Ñ
2

)
−1
]
×2
(

Ñ
2

)

stabilizer generator matrix

HÑ =



T123 0

T124 0

...
...

T12Ñ 0

T134 0

...
...

T1 Ñ−1 Ñ 0

0 A1 +A2

0 A1 +A3

...
...

0 A1 +AÑ−1



, (4.10)

where 0 is an
(Ñ

2

)
-dimensional zero vector, is an

[[(Ñ
2

)
,1, Ñ

2

]]
CSS code, which can correct erasure

errors at qubits qi j for i, j ∈ [N]\{r} for any r ∈
[
Ñ
]
.

The stabilizer generator matrix (4.10) is analogous to the stabilizer generator matrix of the ho-

mological CV quantum error-correcting code [54]. By changing−1 to 1 in the stabilizer generator

matrix of the CV code, one obtains the generator matrix (4.10) from the generator matrix of the CV

code. In CV codes, ±1 in the generator matrix represents the phase-space displacement operators

e±iq̂ and e±ip̂, respectively. On the other hand, in the qubit code, 1 and 0 in the generator matrix

represent Pauli operators Z and X , respectively.

To prove this theorem, we prove the following three lemmas.
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Lemma 3. HÑ (4.10) is a stabilizer generator matrix of a CSS code, which encodes one qubit into(Ñ
2

)
qubits.

Proof. From Eqs. (2.61) and (2.62),

T1 jk · (A1 +Al) = 0, (4.11)

for any j, k, l such that 2 ≤ j < k ≤ Ñ and 2 ≤ l ≤ Ñ− 1. Using Eq. (2.44), we know that all

the stabilizer generators in HÑ (4.10) commute with each other, thereby generating an Abelian

subgroup S of G
(Ñ

2)
. There are

(Ñ
2

)
− 1 independent stabilizer generators, so this stabilizer code

encodes one qubit into
(Ñ

2

)
qubits. The first

(Ñ−1
2

)
stabilizer generators contain only Z operators

and identities and the other Ñ − 2 stabilizer generators contain only X operators and identities.

Thus, the stabilizer code is a CSS code.

InHÑ , the vectors representing the Z-type stabilizers and the X-type stabilizers span C⊥1 (2.62)

and C2 (2.64) for n = Ñ respectively. Thus, the CSS code in Theorem 2 is specified by the linear

codes C1 (2.61) and C2 (2.64) for n = Ñ.

Now we show that by assigning each of the
(Ñ

2

)
physical qubits to an edge in KÑ , this CSS code

can correct the erasure errors at those qubits, which are not connected to vertex r , for any r ∈
[
Ñ
]
.

Hence, by following the protocol of quantum summoning in Sec. 4.1, no matter which Ayr receives

the request, the associated reveal agent Azr can decode the original state |ψ〉 from her Ñ−1 qubits

in Eq. (4.5) or Eq. (4.9).

Lemma 4. For any r ∈
[
Ñ
]
, the CSS code in Theorem 2 can correct erasure errors at qubits qi j

for i, j ∈
[
Ñ
]
\{r}.

Proof. Denote Ξr as the set of Pauli operators at qubits qi j for i, j ∈
[
Ñ
]
\ {r}. For any Pauli

operator P ∈ Ξr, its vector representation (2.42) is denoted

P =

[
PZ PX

]
. (4.12)
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As P acts nontrivially only at qubits qi j for i, j ∈
[
Ñ
]
\{r},

∀k ∈
[
Ñ
]
\{r}, PZ ·erk = PX ·erk = 0. (4.13)

To show that the stabilizer code in Theorem 2 can correct any error in Ξr for every r, it is

sufficient to prove that [46]

∀P ∈ Ξr, P ∈C(S)⇒ P ∈ S, (4.14)

where S is the stabilizer group generated by the stabilizer generators inHÑ (4.10) and C(S) is the

centralizer of S in G
(Ñ

2)
, i.e. the group of the Pauli operators commuting with all the elements of S.

Using Eq. (2.44), we know that P ∈C(S) if and only if

∀v ∈ C⊥1 , PX ·v = 0, (4.15)

and

∀u ∈ C2, PZ ·u= 0. (4.16)

From Tri j ∈ C⊥1 and Eq. (4.15),

PX ·Tri j = 0. (4.17)

It implies that

PX · (eri +er j +ei j) = 0. (4.18)

Using Eq. (4.13), we know that

PX ·ei j = 0. (4.19)

Equation (4.19), together with Eq. (4.13), implies that PX = 0.

Next we prove that Eq. (4.16) implies that PZ ∈ C⊥1 . Suppose

PZ ·A1 = 1. (4.20)
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Then Eq. (4.16) implies that for 2≤ l ≤ Ñ−1,

PZ ·Al = 1. (4.21)

As Ñ is even,
Ñ−1

∑
m=1

PZ ·Am = 1. (4.22)

As
Ñ

∑
m=1

PZ ·Am = PZ ·
Ñ

∑
m=1

Am = 0, (4.23)

we have

PZ ·AÑ = 1. (4.24)

Hence,

∀k ∈
[
Ñ
]
, PZ ·Ak = 1. (4.25)

Equation (4.25) contradicts Eq. (4.13) because Eq. (4.13) implies that

PZ ·Ar = 0. (4.26)

Thus, (4.20) is false and

PZ ·A1 = 0. (4.27)

Then Eq. (4.16) indicates that for 2≤ l ≤ Ñ−1,

PZ ·Al = 0, (4.28)

hence,
Ñ−1

∑
m=1

PZ ·Am = 0. (4.29)
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From Eq. (4.23), we know that

PZ ·AÑ = 0. (4.30)

Thus,

∀k ∈
[
Ñ
]
, PZ ·Ak = 0, (4.31)

which indicates that PZ ∈ C⊥1 . Since PX = 0, we know that P is a Z-type stabilizer in S.

The proof is a modified version of that for the CV code [54] with the infinite-dimensional field

R replaced by the finite-dimensional field Z2. One side effect of this modification is that Ñ has to

be even. Lemma 4 is no longer true if Ñ is odd. To see this, we consider an example of a three-

qubit code with stabilizer generators {ZZZ, IXX}. If r = 3, this code should correct any Pauli error

at q12. This is false, because the Pauli error at q12, ZII, commutes with both stabilizer generators

but does not lie in the stabilizer group.

Now we find the distance of the CSS code, which is an important parameter characterizing the

capability of the code to detect and correct errors.

Lemma 5. The distance of the CSS code in Theorem 2 is Ñ/2.

Proof. The distance of the stabilizer code in Theorem 2 equals to the minimum weight of the Pauli

operators in C(S) \ S [46]. To prove the minimum weight of the Pauli operators in C(S) \ S is

Ñ/2, we first show that there exists a Pauli operator

P :=
Ñ/2⊗
i=1

Zq2i−1,2i (4.32)

with weight Ñ/2 such that P ∈ C(S) \S. Then we show that no Pauli operator with weight less

than Ñ/2 lies in C(S)\S.
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From Eq (4.32), we know that

PZ =
Ñ/2

∑
i=1
e2i−1,2i, PX = 0. (4.33)

From Eq. (4.33), we find that

∀ l ∈
[
Ñ
]
, PZ ·Al = 1; (4.34)

hence,

∀v ∈ C2, PZ ·v = 0. (4.35)

From the fact that PX = 0, we know that P (4.32) commutes with all the stabilizers in S, i.e.,

P ∈C(S). As PZ cannot be represented by an Euclidean cycle,

PZ /∈ C⊥1 . (4.36)

Thus, E /∈ S , and hence

P ∈C(S)\S. (4.37)

For any Pauli operator P′ with weight less than Ñ/2, there exists an r ∈
[
Ñ
]

such that

∀k ∈
[
Ñ
]
\{r}, P ′Z ·erk = P

′
X ·erk = 0. (4.38)

From the proof of Lemma 4, we know that

P′ ∈C(S)⇒ P′ ∈ S. (4.39)

It implies that

P′ /∈C(S)\S. (4.40)

Thus, no Pauli operator with weight less than Ñ/2 lies in C(S)\S.
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(a)

|ψ〉e12

|0〉e13

...
...

|0〉e1Ñ

(b) e12

...
...

e1j

e1 j+1

...
...

e1Ñ

ej2

...
...

ej Ñ−1

|0〉ejÑ H

Figure 4.2: (a) Multiple CNOT gates with |ψ〉e12
as the control qubit and {|0〉e1i

}Ñ
i=2 as the target

qubits; (b) A Hadamard gate is applied at |0〉e jÑ
followed by multiple CNOT gates with |0〉e jÑ

as

the control qubit and the qubits assigned to {e1l}l=[Ñ],l 6= j∪{e jk}Ñ−1
k=2 as target qubits.

Lemma 5 implies that the CSS code can correct any
(
Ñ/2−1

)
-qubit erasure errors. Although

the distance of this CSS code scales as O
(
Ñ
)
, Lemma 4 implies that the CSS code can correct

particular erasure errors at O
(
Ñ2) qubits.

This subsection has specified the CSS code (1.1) by its stabilizer generator matrix (4.10). We

have shown the erasure errors that the CSS code, can correct and the distance of the CSS code. In

the next subsection, we explain how to encode and decode this CSS code.

4.4 Encoding and decoding

In the last subsection, we have shown that the encoding of our CSS code employs O(N2) qubits

while the decoding uses only O(N) qubits. In this subsection, we present systematic methods

to construct encoding and decoding circuits for our CSS code. The encoding method used here

follows the standard method of encoding stabilizer codes [21], discussed in Subsec. 2.2.4. Our
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decoding method differs from the stabilizer code decoding method because it only corrects erasure

errors, which occur in summoning. We also calculate the gate complexity of both the encoding

and the decoding circuits. It is shown that the gate complexity in the encoding is O(N2) and in the

decoding is O(N).

To build the encoding circuit of this CSS code, we introduce logical operations on the encoded

state. By using the vector representation (2.42), the logical operations are

X̄ :=
[
0 A1

]
(4.41)

and

Z̄ :=
[
A1 0

]
. (4.42)

FromA1 ·A1 = 1 and Eq. (2.44), X̄ and Z̄ anti-commute with each other.

We choose

|ψ0〉= |0〉 := |0〉(
Ñ
2) , (4.43)

which is an eigenstate of Z̄ with eigenvalue one. To encode |ψ〉 (4.2), using Eqs. (2.48) and (2.49),

and the fact that Z-type stabilizers act trivially on |ψ0〉, we obtain the encoded state

α |0̄〉+β |1̄〉= 1√
2Ñ−2

Ñ−1

∏
j=2

I +
(Ñ

2)⊗
i=1

X (A1+A j)i

(α |0〉+β |A1〉) , (4.44)

where

|A1〉=
(Ñ

2)

∏
i=1

X (A1)i |0〉 , (4.45)

and (A1 +A j)i and (A1)i are the i-th entries of vectorsA1 +A j andA1 respectively.

S applies CNOT gates as in Fig. 4.2(a) to the product state

|ψ〉⊗ |0〉(
Ñ
2)−1 , (4.46)

82



|ψ〉 q12

|0〉 q13

|0〉 q14

|0〉 q23

|0〉 H q24

|0〉 H q34

Figure 4.3: The encoding circuit of the CSS code comprising Hadamard gates and CNOT gates
when Ñ = 4. The inputs of this circuit are |ψ〉⊗ |00000〉 and the outputs of this circuit are the
qubits assigned to each edge of the complete graph K4 shown in Fig. 4.1(b).

to obtain

α |0〉+β |A1〉 . (4.47)

Then S implements each operation

I +
m⊗

i=1

X (A1+A j)i, (4.48)

where 1 ≤ j ≤ Ñ − 2, by using CNOT gates and a Hadamard gate as in Fig. 4.2(b). Finally, S

obtains the encoded state (4.44). Figure 4.3 presents an example of the encoding circuit for Ñ = 4.

The number of CNOT gates in Fig. 4.2(a) is O(N). In Fig. 4.2(b), the number of CNOT gates

is O(N) and the number of Hadamard gate is one. As the circuit in Fig. 4.2(a) is only applied once

and the circuit in Fig. 4.2(b) must be applied O(N) times. The encoding of the CSS code consumes

O
(
N2) CNOT gates and O(N) Hadamard gates; hence, the number of qubits for the encoding of

the CSS code is O
(
N2).

The decoding scheme is explained in the following. Suppose the designated reveal point is zr.

Reveal agent Azr cannot decode by measuring the syndromes as she has only Ñ − 1 qubits. To
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q14 •
q24 • •
q34 • • |ψ〉
|0〉 +1

|0〉 −1

Figure 4.4: One example of the decoding circuit comprising CNOT gates and measurements of
Z operators for Ñ = 4. The inputs of the circuit are three physical qubits q14, q24 and q34 and
two ancillary qubits |00〉. The measurement outcomes on the two ancillary qubits are +1 and −1,
based on which two CNOT gates are applied with the third qubit as the control qubit and the first
two qubits as the target qubits. The third output qubit is the original qubit |ψ〉.

decode the original state |ψ〉 from the Ñ − 1 qubits with reduced density matrix ρr, which is

obtained later in Eq. (4.61), reveal agent Azr measures the set of mutually commutative Hermitian

operators {
ZqrkZqr k+1;k ∈

[
Ñ−1

]
\{r}

}
, (4.49)

where Zqrk represents the Z operator on the qubit qrk. After applying the projective measurements,

the reduced state is projected onto one codeword, becoming a pure state.

According to the measurement outcomes, by applying Ñ − 2 CNOT gates with one control

qubit and distinct target qubits, Azr obtains the original state |ψ〉 at the control qubit. Fig. 4.4

presents an example of the decoding circuit when the request is received at 4 . In decoding, the

number of quantum gates is O(N) and the number of single-qubit measurements is also O(N).

Now let me calculate the reduced density matrix ρr and explain why this decoding works. From

Eqs. (2.48) and (2.49),

|0̄〉= 1√
2Ñ−2

∑
x∈C2

|x〉 , (4.50)

|1̄〉= 1√
2Ñ−2

∑
x∈C2

|A1 +x〉 , (4.51)
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form a basis of the CSS code in Theorem 2. The encoded state (4.44) is an equally weighted

superposition of the codewords given in Eqs. (4.50) and (4.51). Hence, the density matrix of the(Ñ
2

)
physical qubits encoding |ψ〉 (4.2) is

ρ =
1

2Ñ−2 ∑
x∈C2

(α |x〉+β |A1 +x〉)

× ∑
y∈C2

(α∗ 〈y|+β
∗ 〈A1 +y| |) . (4.52)

However, Azronly receives Ñ− 1 qubits, and the other qubits are lost. After tracing out the lost

qubits, the reduced state ρr (4.61) becomes a mixture of the codewords.

To express the reduced density matrix, we give the following notations. The subset of edges

connected to r in KÑ is denoted by Er and the complement of Er in E, i.e. the subset of edges not

connected to r , is denoted by Ec
r . In the same way as 2EK forms a linear space

E ∼= Z(
Ñ
2)

2 ,

the power set 2Er forms a linear subspace

Er ∼= ZÑ−1
2 (4.53)

and the power set 2Ec
r forms the orthogonal complement of Er in E , denoted by

E ⊥r ∼= Z(
Ñ−1

2 )
2 . (4.54)

For a vector v ∈ E , we use vr to denote the projection of v onto Er, and v⊥r to denote the projection

of v onto E ⊥r .

Now we calculate the reduced density matrix ρr of the Ñ−1 qubits
{

qrk;k ∈
[
Ñ
]
\{r}

}
. As

∀r ∈
[
Ñ
]
, ∑
x∈C2

|Ar +x〉= ∑
x∈C2

|A1 +x〉 , (4.55)
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ρr =
1

2Ñ−2
trEc

r

[
∑
x∈C2

(
α |x〉+β |Ar +x〉

)
∑
y∈C2

(
α
∗〈y|+β

∗〈Ar +y|
)]
, (4.56)

where trEc
r denotes the partial trace over the qubits

{
qi j; i, j ∈

[
Ñ
]
\{r}

}
. From the definition of

partial trace [88],

ρr =
1

2Ñ−2 ∑
v∈E ⊥r

〈
v

∣∣∣∣∣ ∑
x∈C2

(
α |x〉+β |Ar +x〉

)
∑
y∈C2

(
α
∗〈y|+β

∗〈Ar +y|
)∣∣∣∣∣v

〉
. (4.57)

For each v ∈ E ⊥r , there is at most one x ∈ C2 such that

x⊥r = v; (4.58)

hence, we get

ρr =
1

2Ñ−2 ∑
x∈C2

〈
x⊥r
∣∣∣(α |x〉+β |Ar +x〉)(α∗〈x|+β

∗〈Ar +x|)
∣∣∣x⊥r 〉 . (4.59)

As

〈x⊥r |x〉= |xr〉 and 〈x⊥r |Ar +x〉= |1+xr〉 , (4.60)

where 1 is an (Ñ−1)-dimensional vector with all the entries equal to 1,

ρr =
1

2Ñ−2 ∑
x∈C2

(α |xr〉+β |1+xr〉)(α∗〈xr|+β
∗〈1+xr|) . (4.61)

∀x∈ C2, |xr〉 and |1+xr〉 are the eigenstates of each parity-check operator in (4.49) with same

eigenvalue, so any linear combination

α |xr〉+β |1+xr〉

is a common eigenstate of the Hermitian operators (4.49), with the eigenvalues forming a vector
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consisting of ±1. For

∀x,z ∈ C2 and x 6= z, (4.62)

the two eigenstates

α |xr〉+β |1+xr〉 (4.63)

and

α |zr〉+β |1+zr〉 (4.64)

have different eigenvalue vectors. This is because if (4.63) and (4.64) have the same eigenvalues,

then either xr = zr or xr = zr+1, both of which contradict condition (4.62). Thus, ρr in Eq. (4.61)

is an equally weighted mixture of the common eigenstates of the Hermitian operators (4.49) with

different eigenvalue vectors.

After the projective measurements on all the Hermitian operators (4.49), the reduced state is

projected onto

α |yr〉+β |1+yr〉 , (4.65)

where y ∈ C2 and yr is the projection of y onto Er. The corresponding measurement outcomes are{
(−1)y

(i)
r +y

(i+1)
r ; i ∈

[
Ñ−2

]}
, where y(i)r is the i-th component in yr. (4.65) is the state after the

measurements of the Hermitian operators in (4.49).

4.5 Comparison with the CWS code

Now we compare the quantum resources required by our CSS code with Hayden and May’s CWS

code [52]. For any N causal diamonds, Hayden and May propose a
((

2
(N

2

)
,2
))

CWS code to

summon a qubit. This
((

2
(N

2

)
,2
))

CWS code is specified by a graph-state stabilizer represented

by a graph GCWS and two word operators

{
I,Z⊗N(N−1)

}
. (4.66)
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(1,(1,3))

(1, (1, 2))

(1, (1, 4))
(2,(2,4))

(2, (1, 2))

(2, (2, 3))

(3,(1,3))

(3, (3, 4))

(3, (2, 3))
(4,(2,4))

(4, (3, 4))

(4, (1, 4))

Figure 4.5: GCWS for N = 4. Each vertex of GCWS is labeled by ( j,( j,k)) for 1 ≤ j,k ≤ 4 and
k 6= j. Each ( j,( j,k)) is adjacent to (k,( j,k)) and ( j,( j, l)), where 1≤ l ≤ 4 and l 6= j or k.

Given an N-vertex complete graph KN = {VK,EK}, GCWS is the line graph [35] of G ′ := {V ′,E ′},

where

V ′ =VK ∪EK, (4.67)

and

E ′ = {(v,(v,w));v ∈VK,(v,w) ∈ EK} . (4.68)

Figure 4.5 presents GCWS for N = 4. This CWS code can be used to summon one qubit in four

causal diamonds [52] by employing twelve qubits.

To investigate the complexity of the encoding of the CWS code, we need to know the complex-

ity of preparing graph state |GCWS〉. From Eq. (2.67), we know that the number of controlled-Z

gates and Hadamard gates in preparing a graph state equals to the number of edges and vertices in

the graph, respectively. The numbers of edges and vertices in GCWS are

|E(GCWS)|=
N(N−1)2

2
, (4.69)

|V (GCWS)|=N(N−1). (4.70)
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Thus, preparing |GCWS〉 requires O
(
N3) controlled-Z gates and O

(
N2)Hadamard gates. Applying

the codeword operators (4.66) requires additional O
(
N2) controlled-Z gates.

In conclusion, the encoding of the CWS code consumes O
(
N3) controlled-Z gates and O

(
N2)

Hadamard gates. Compared with the CWS code, our CSS code reduces the number of quantum

gates for encoding from O
(
N3) to O

(
N2).

Our protocol employs a CSS code to summon quantum information in any valid configuration.

The CSS code can correct the erasure errors that occur in the quantum summoning task and also

the generalized summoning tasks. The encoding and the decoding methods for this CSS code have

been presented. Finally, we have compared the complexity of the encoding of the CSS code with

the encoding of the CWS code and found that our CSS code is more efficient.

4.6 Discussion

We have presented a protocol to summon quantum information efficiently in any valid configu-

ration of causal diamonds. Central to our protocol is a CSS code that encodes one logical qubit

into O(N2) physical qubits, where each physical qubit is assigned to an edge of a complete graph

whose vertices correspond to causal diamonds. This code is a qubit version of the homological CV

quantum error correcting code [54]. The CSS code is designed using the fact that the power set of

edges of a complete graph can be cast as a vector space. The stabilizer generators of the CSS code

correspond to triangle graphs and sums of star graphs.

The properties of these graphs are used to show that the logical qubit can be decoded from the

subset of physical qubits that are assigned to edges adjacent to any vertex. To employ this code for

summoning, the physical qubits are sent to the request points in such a way that the past of every

reveal point contains enough physical qubits to decode the original qubit. Our protocol design,

similar to one used previously [54], ensures that whenever a request agent receives the request the

associated reveal agent receives all physical qubits required to decode the original qubit.

We also present procedures to design the encoding and decoding circuits for the CSS code. We

89



show that our protocol is less resource-intensive than the protocol based on the CWS code [52]

which uses circuits that are O(N2) wide and O(N3) deep. The circuits for the CSS code have width

that is also O(N2) but half that of the CWS code and require only O(N2) gates.

4.7 Conclusion

Our protocol for summoning is designed to work for any valid configuration of causal diamonds,

where the underlying CSS code depends only on the number of causal diamonds. It is likely that

codes can be designed that reduce resource usage by exploiting the structure of causal connections

between the causal diamonds, examples being when a single causal curve connects multiple causal

diamonds [54] or when the graph representing causal connections is acyclic [2].

While any given configuration of causal diamonds may be realized in man-made quantum net-

works, a useful avenue of research would be to classify the configurations that can occur naturally

in flat or curved spacetimes. Our codes as well as other codes for quantum summoning assume

that entangled states may be transferred without decoherence in spacetime. Quantum summoning

in curved spacetime or Rindler coordinates might require the usage of codes that protect against

decoherence caused due to gravity or acceleration [8, 42, 6].
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Chapter 5

Relativistic quantum secret sharing

In quantum secret sharing protocols, the usual presumption is that the distribution of quantum

shares and players’ collaboration are both performed inertially. In this chapter, we develop a

quantum secret sharing protocol that relaxes these assumptions wherein we consider the effects due

to the accelerating motion of the shares. Specifically, we solve the (2,3)-threshold CV quantum

secret sharing in non-inertial frames. To this aim, in Sec. 5.1, we formulate the effect of relativistic

motion on the quantum field inside a cavity as a bosonic quantum Gaussian channel. In Sec. 5.2,

we investigate how the fidelity of quantum secret sharing is affected by the non-uniform motion

of the quantum shares. Furthermore, we fully characterize the canonical form of the Gaussian

channel which can be utilized in quantum information processing protocols to include relativistic

effects.

5.1 Methods

In this section, we employ the framework of Gaussian quantum information [116, 1] to write the

evolution of the quantum field inside the cavity in a BBB, as depicted in Fig. 2.3, as a Gaussian

quantum channel. We use this channel, in Section 5.2, to study the effect of non-inertial motion of

the shares on the fidelity of the quantum secret sharing. Moreover, we characterize the canonical

form of the channel and show that it is a thermal lossy channel.
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...

x̄I,VI
|0〉F
|0〉F

US,0 ...
...

x̄III,VIII

Figure 5.1: The BBB is depicted for the case wherein the first mode of the cavity is used to encode
and decode quantum information. We assume all the other modes are initially prepared in vacuum
and after the BBB, which is represented by the Gaussian unitary operation US,0, the rest of the
modes are ignored.

Ex̄I,VI x̄III,VIII

Figure 5.2: The operations performed in Fig. 5.1 are all Gaussian operations, which enables us to
express the BBB as a Gaussian channel E acting on the first and second moments.

In Fig. 5.2, we have depicted the scenario wherein all the modes of the cavity are prepared

in the vacuum state except mode k, which is prepared in a Gaussian state with first and second

moments x̄I and VI respectively. First, the initial state of the cavity evolves through the Gaussian

unitary operation with symplectic transformation S and subsequently all the modes except mode

k are traced out. As both the Gaussian unitary operation and the tracing operation preserve the

Gaussianity of a quantum state, the BBB can be written as a Gaussian channel. Hence, using

Eqs. (2.102), (2.103), (2.159) and (2.160), the matricesM andN for mode k read as

Mkk =

 Re(αkk−βkk) Im(αkk +βkk)

− Im(αkk−βkk) Re(αkk +βkk)

 , (5.1)

Nk = ∑
n6=k
MnkM

>
nk. (5.2)

We are interested in the final quantum state up to third order in h, which means that we only
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E ≡ USI,0 Ec USIII,0

Figure 5.3: The canonical form of the BBB Gaussian channel, E , which is decomposed into its
canonical form, Ec, up to two Gaussian unitary operations in regions I and III with symplectic
transformations, i.e., SI and SIII.

need the matrices in Eqs. (5.1) and (5.2) up to (but not including) third order in h; i.e.,

Mkk =M
(0)
kk +M

(2)
kk h2 +O(h3), (5.3)

Nk =N
(2)
k h2 +O(h3),

N
(2)
k = ∑

n6=k
M

(1)
nk M

(1)
nk

>
,

M
(0)
kk =

 cosφ sinφ

−sinφ cosφ

 , φ = ω̃kτ

M
(0)
nk =M

(1)
kk = 0 (n 6= k),

M
(i)
nk =

 Re
(

α
(i)
nk −β

(i)
nk

)
Im
(

α
(i)
nk +β

(i)
nk

)
− Im

(
α
(i)
nk −β

(i)
nk

)
Re
(

α
(i)
nk +β

(i)
nk

)
 ,

where in the last matrix i = 1,2. We emphasize that as we are estimating the effect of the Gaussian

channel up to third order in h, the termM
(2)
kk VIM

(2)
kk

>
is to be ignored.

As was discuss in Subsec. 2.4.4, any Gaussian quantum channel can be decomposed into its

canonical. This means that we can decompose the Gaussian channel for the BBB as shown in

Fig. 5.3. Here, SI and SIII are two symplectic transformations in the region I and III, which cor-

respond to the two Gaussian unitary operators. We use Mc and Nc for the canonical form of the

channel, Ec, as opposed to the channel E for which we have usedM andN .

In transforming a Gaussian quantum channel E to its canonical form Ec, some properties of the
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channel remain invariant up to Gaussian unitary operations USI,0 and USIII,0. The first invariant, in

our case, is R = 2. Using the fact that det
(
M

(0)
kk +M

(2)
kk h2

)
= 1+ trM (2)

kk h2 and Eq. (2.129), the

second invariant is the transmissivity,

ζ = detMkk = 1−ζ
(2)
k h2 +O(h3), (5.4)

where

ζ
(2)
k := 2

(
fα,k− fβ ,k

)
.

As ζ (2) increases, the transmissivity decreases.

The final invariant is thermal number n̄ associated to the canonical form of the quantum chan-

nel E . We calculate the leading order term of n̄, which is

n̄ :=

√
detN

2|1−ζ | −
1
2
=

√(
fα,k + fβ ,k

)2−4
∣∣gαβ ,k

∣∣2
2
(

fα,k− fβ ,k
) − 1

2
, (5.5)

where gαβ ,k := ∑n6=k α
(1)
nk β

(1)
nk .

The main advantage of working with the canonical form of the BBB channel is that we can

completely characterize it. For the Gaussian-unitary invariants, we find ζ ∈ (0,1) and R = 2, from

which we can conclude that the canonical form of the BBB channel is a lossy Gaussian channel.

The channel is lossy due to the fact that its transmissivity is smaller than one; i.e., ζ < 1. Further-

more, from this analyses, we conclude that the quantum channel Ec can be simulated by interacting

mode k of the cavity and a thermal state with mean photon number n̄ (5.5) via a beam splitter of

transmittance ζ .

In this section, we employed the framework of Gaussian channels to find matrices M and N

in (2.189) for a BBB (d= 0). From this point on, we use them to include the effect of relativity on

the quantum field inside a cavity while the cavity moves non-inertially. Moreover, we computed
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the channel invariants, transmissivity and the average number of thermal particles, which enabled

us to identify the BBB as a thermal lossy channel.

5.2 The relativistic protocol

In this section, we present the relativistic variant of (2,3)-threshold CV quantum secret sharing.

We first include the effect of acceleration on the distribution of quantum shares and then we con-

sider different possible collaboration scenarios between the players. In each case, we show that

the fidelity of quantum secret sharing is reduced, except for a thermal state, when compared to the

non-relativistic scenarios.

5.2.1 Distribution of quantum shares

In our case, modes 1, 2, and 3 are three quantum Gaussian shares and each mode corresponds to a

mode in a cavity. The Gaussian state of each quantum share occupies one single mode inside each

cavity, and the other modes inside each cavity are all in vacuum states. The three quantum shares

are distributed to the three players.

After encoding using the scheme shown in Fig. 2.4, the dealer transports the three cavities to the

three players. Fig. 5.4 shows the distribution of the quantum shares. The three players are located

at different spacetime points. One player (Player 3) is at the same spatial position as the dealer and

the other two players (Players 1 and 2) have the same distance to the dealer1. The dealer and three

players are relatively static, so they share an inertial frame. As depicted in Fig. 5.4, Cavities 1 and 3

inevitably need to be accelerated and then decelerated to reach the spacetime regions of Players 1

and 3 respectively. Using the quantum channel derived in Sec. 5.1, we consider the effect of such

a non-uniform motion of the cavities on the quantum share, which is encoded in a single mode of

each cavity. In this scenario, Cavity 3 remains static during the whole distribution.

1To simplify the calculations, we have chosen the symmetric configuration of the players and the dealer, Fig. 5.4,
which suffices to study the relativistic effects in the distribution stage.
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dealer

player player player1 23

x

t

ta

ta + ti

2ta + ti

Figure 5.4: The worldlines of the quantum cavities during transportation. From t = 0 to t = ta, the
two cavities, represented by the furthest left and the furthest right worldlines, accelerate with the
proper acceleration a in two opposite directions. From t = ta to t = ta+ ti, they move with constant
velocities. From t = ta+ ti to t = 2ta+ ti, the two cavities decelerate with the proper acceleration a
and become stationary. The cavity represented by the middle world line remains static.

Here the cavities can be either optical cavities or microwave resonators, depending on the

resonance frequency, with low internal losses. To distribute the three quantum shares into three

distinct cavities, the dealer couples a waveguide, guiding a TEM wave encoding one quantum

share, with one mirror of a cavity. After the dealer turns off the coupling, he sends these cavities

to the three players. To readout the information in a cavity, players, couple a waveguide with

one partially transmitting mirror of each cavity and transmit the output to the measurement setup

shown in Fig. 5.5 (a) or Fig. 5.10 (a).

5.2.2 Players’ collaboration

After the quantum shares are distributed between the three players, two of them need to collaborate

to decode the quantum secret. Three different scenarios are possible; Players 1 and 3, 2 and 3, or

1 and 2 can constitute the subset of collaborating players. The effect of acceleration on the fidelity

of quantum secret sharing in the latter two cases is the same (due to the present symmetry), and we

only consider the scenario wherein Players 2 and 3 collaborate.
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a)

1

2 E1

E1

distribution &
collaboration

decoding

1:1

b)

E1 ≡ E(τa) G(τi) E(2τa) G(τi) E(τa)

Figure 5.5: (a) The thermal lossy channel E1 is the Gaussian channel that represents the total
evolution of the first and the second quantum shares during the distribution and the collaboration
stage. Then the quantum secret is decoded using a balanced beam splitter. (b) E1 is a single-mode
Gaussian channel composed of five Gaussian channels in series. E(τa) is the Gaussian channel for
a BBB during the proper time τa and G(τi) represents the Gaussian channel of the free evolution
in an inertial frame with proper time τi.

Collaboration between Players 1 and 2

First, we consider the case wherein Players 1 and 2 are collaborating. To decode the quantum se-

cret, their cavities are transported to the same spacetime point as shown in Fig. 5.6. After the two

cavities are in the same position, the quantum secret is decoded by beam splitting the two modes

that were employed to encode the quantum secret. From t = 2ta + ti to t = 4ta +2ti, each mode of

the two-mode Gaussian state goes through the same single-mode Gaussian channel E1 as shown in

Fig. 5.5.

The Gaussian quantum channel E1 is composed of five Gaussian channels in series (See Fig. 5.5(b)).

The channel E(τa) corresponds to uniformly accelerated motion of the cavity to the left (or to the

right) during the proper time τa, while the channel E(2τa) represents the cavity moving with con-

97



x

t

ta

ta + ti

2ta + ti

encoding

decoding

distribution

collaboration

4ta + 2ti
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Figure 5.6: The two curves represent two worldlines in spacetime. Each worldline is the trajectory
of one cavity carrying a quantum share. From t = 2ta+ ti to t = 3ta+ ti, the two cavities accelerate
with proper acceleration a towards each other. From t = 3ta + ti to t = 3ta + 2ti, the two cavities
are moving with constant velocity. From t = 3ta + 2ti to t = 4ta + 2ti, the two cavities decelerate
with proper acceleration a to arrive at the same spacetime point.
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stant proper acceleration to the right (or to the left) during the proper time 2τa. Also, the quantum

channel G(τi) corresponds to the inertial movement of the cavity with constant velocity for the

proper time τi. Using (5.3), the first and second moments of the k-th mode of the cavity, up to

third order in h, are transformed as

x̄
E(τa)7−−−→

(
M(0)

φa
+M(2)

kk h2
)
x̄, (5.6)

V
E(τa)7−−−→M(0)

φa
V M(0)>

φa

+
(

M(0)
φa
V M(2)>

kk +M(2)
kk V M(0)>

φa

)
h2 +N(2)

k h2, (5.7)

where M(0)
φa

, M(2)
kk , and N(2)

k are given in (5.3).

The Gaussian channel G(τi) represents the free evolution of the Gaussian state during the iner-

tial movement of the cavity in proper time τi,

x̄
G(τi)7−−−→M(0)

φi
x̄, (5.8)

V
G(τi)7−−−→M(0)

φi
V M(0)>

φi
, (5.9)

where

M(0)
φi

=

cosφi −sinφi

sinφi cosφi

 ,
and φi =

kπτi
L is the phase accumulated during the free evolution from t = ta to t = ta+ ti, and from

t = 3ta+ ti to t = 3ta+2ti. To simplify the later calculations, we suppose the phase shift during the

inertial movement is φi = π−2φa.

Therefore, we can express the collaboration between Players 1 and 3, shown in Fig. 5.6, as the
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Figure 5.7: F(2) as a function of u for modes k = 1 (solid), 2 (dashed), and 3 (dotted) when the
secret Gaussian state is a coherent state.

Gaussian channel E1,

E1 := E(τa)◦G(τi)◦E(2τa)◦G(τi)◦E(τa). (5.10)

If the secret Gaussian state is a coherent state and the free evolution is ignored; i.e., M(0) = I, the

Gaussian transformation of the channel E1 for the mode k is

x̄
E17−→ x̄+(2M(2)

kk,τa
+M(2)

kk,2τa
)h2x̄, (5.11)

I E17−→I+
(

2M(2)
kk,τa

+2M(2)>
kk,τa

+M(2)
kk,2τa

+M(2)>
kk,2τa

+2N(2)
k,τa

+N(2)
k,2τa

)
h2, (5.12)

where M(2)
kk,τa

and N(2)
k,τa

are in terms of proper time τa.

After the two cavities arrive at the same spacetime region, the two Gaussian quantum shares

are combined using a balanced beam splitter, as shown in Fig. 5.5. The decoded Gaussian quantum

secret is not a pure state anymore due to the effect of acceleration during distribution and collab-

oration. For a coherent state as the encoded secret Gaussian state, we calculate the fidelity of the
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Figure 5.8: F(2) as a function of u for the ground mode (k = 1), when the secret Gaussian state is
a squeezed-vacuum state for squeezing parameters r = 1

16 (solid), 1
8 (dashed), and 1

4 (dotted).

quantum secret sharing [71, 72]

F = 1−2
(
2 fβ ,k,2u + fβ ,k,u

)
h2 +O(h3). (5.13)

Interestingly, from (5.13), we conclude that the fidelity for a coherent state is independent of the

initial mean photon number of the quantum secret. In other words, the fidelity of a coherent state

is the same as the fidelity of the vacuum state.

In Fig. 5.8, we have plotted the second-order coefficient of the fidelity, F(2), for a squeezed-

vacuum quantum secret; i.e., F = 1−F(2)h2. Here we choose to plot all the quantities in terms

of

u :=
ω̃τ

2πk
=

hτ

4Larctanh h
2

. (5.14)

as the Bogoliubov coefficients for a BBB are periodic in u with the period of 1. The figure shows

that the fidelity decreases as the squeezing parameter r increases, i.e., as the mean photon number

in the secret increases. This is in contrast to the case where the secret state is a coherent state.
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Figure 5.9: The two curves represent two worldlines in spacetime. The left worldline is the tra-
jectory of the cavity carrying the third quantum share and the right worldline is the trajectory of
the cavity carrying the second quantum share. From t = 2ta + ti to t = 4ta + 2ti, the third cavity
remains static. From t = 2ta + ti to t = 3ta + ti, the second cavity accelerates with proper accelera-
tion a. From t = 3ta + ti to t = 3ta +2ti, it moves with constant velocity and from t = 3ta +2ti to
t = 4ta +2ti, decelerates with proper acceleration a.
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a)

2

3

E2 G(2ta + ti)

G(2ta + ti) E2

2:1

q̂

D S

distribution collaboration decoding

b)

E2 ≡ E(τa) G(τi) E(τa)

Figure 5.10: (a) The decoding circuit for the case wherein players 2 and 3 collaborate. E2 is a
Gaussian thermal lossy channel. G(2ta + ti) is the free evolution in the inertial frame. First, the
two modes are combined on a beam splitter with reflectivity 2/3. Then the quadrature q̂ of the
second output mode is measured and a displacement operation controlled by the measurement
outcome and a squeezing operation are applied on the first output mode. (b) E2 is a single-mode
Gaussian channel composed of three Gaussian channels in series.

Collaboration between Players 2 and 3

The second collaboration scenario we consider is the case wherein Players 2 and 3 collaborate to

reconstruct the secret quantum state2. Similar to the previous case, the quantum shares of Players 2

and 3 are first transported to the same spacetime region. Fig. 5.9 shows the trajectories of the two

corresponding cavities in this scenario. Note that the trajectory of the second cavity during the

collaboration stage is the same as the trajectory of the third cavity during the distribution stage of

the protocol. As Fig. 5.10 shows, the second quantum share goes through the channel E2 during

distribution, while it goes through the channel G(2ta + ti) during collaboration. The third quantum

share first goes through the channel G(2ta + ti) when the shares are being distributed and then is

affected by the channel E2, which represents the effect of acceleration on this quantum share during

collaboration.

2We emphasize that the collaboration between Players 1 and 2 results in the same results for the fidelity of the
quantum secret sharing, which is simply due to the symmetry in the configuration of the players.
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As shown in Fig. 5.10, the quantum Gaussian channel E2 is a combination of three quantum

Gaussian channels, one of which is merely a phase rotation, i.e., G(τi). Assuming the input state of

the Gaussian channel E2 is a coherent state and the free evolution is ignored, then the transformation

of the first and second moments due to the channel E2 can be written as

x̄
E27−→
(
I+2M(2)

kk h2
)
x̄, (5.15)

I E27−→I+2
(

M(2)
kk +M(2)>

kk +N(2)
k

)
h2. (5.16)

After the second and the third quantum shares reach the same spacetime region, the decoding of

the quantum secret begins. For decoding, we employ the procedure introduced in [71, 72]. The

optical decoding circuit is shown in Fig. 5.10, which is applied to reconstruct the secret quantum

Gaussian state. We calculate the fidelity of quantum secret sharing in this case up to third order;

i.e.,

F = F(0)−F(2) h2 +O(h3), (5.17)

where F(0) and F(2) are

F(0) =
1

1+ e−s ,

F(2) =
4es

(1+ es)2

[
fβ ,k− fα,k + es( fα,k +2 fβ ,k)

]
. (5.18)

In Fig. 5.11, we plotted the second-order coefficient of the fidelity F(2) as a function of u for

k = 1,2,3. We observe from this figure that as the mode number k increases, the fidelity decreases,

which suggests that the optimal mode for encoding the quantum secret is k = 1.

In the limit s→ ∞, the fidelity up to third order is

F = 1−4
(

fα,k +2 fβ ,k
)

h2 +O(h3). (5.19)
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Figure 5.11: F(2) as a function of u for modes k = 1 (solid), 2 (dashed), and 3 (dotted) when the
two-mode squeezing parameter s = 1.

Hence, in the limit of infinite squeezing and in the absence of acceleration (h = 0), fidelity is

one. However, for non-zero acceleration, fidelity is always smaller than one, even if a maximally

entangled state is employed to encode the quantum secret.

5.3 Conclusions and discussions

Here we study the effect of relativistic motion on (2,3)-threshold quantum Gaussian secret sharing.

In our scheme, the dealer employs a single mode of a cavity to encode each quantum share. We

begin by fully characterizing the BBB as a quantum Gaussian channel. We find that the canonical

form of this channel is a thermal lossy channel. This form of the channel is useful for studying

relativistic effects in quantum-information-processing tasks.

We consider different possible collaboration scenarios between different subsets of players and

analyze how each scenario can be written as a composition of quantum Gaussian channels. We

find that the decoherence due to the relativistic motion of the quantum shares during distribution

and also collaboration, reduces the fidelity of quantum secret sharing.
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Interestingly, we observe in the scenario wherein Players 1 and 2 are collaborating, depicted

in Fig. 5.6, the fidelity is independent of the initial mean photon number in the encoded secret.

Hence, in this case, the fidelity for a coherent state is the same as that of a vacuum state. Moreover,

in the second scenario, Fig. 5.9, we find that when the quantum secret is a coherent state (or a

vacuum state), the best encoding strategy is to encode the quantum secret in the ground mode of

the cavity. We observe that the fidelity of the protocol is smaller than one, even in the limit of

infinite squeezing, i.e., when maximal entanglement is used as a resource (See Eq. (5.19)).

As a future line of research, we are interested in extending our results to the more general case

of (k,n)-threshold quantum secret sharing. Furthermore, we hope that the methods developed here

can be employed to relax the conditions on spacetime replication of quantum states [54, 52], i.e.,

to consider the effect of non-uniform motion on this task.

106



Chapter 6

Characterization of quantum systems

To verify whether a quantum channel is a reliable channel for certain purposes, like quantum com-

munication, physicists need to learn information about this quantum channel. One straight way is

to do tomography, which is highly resource consuming. Furthermore, we do not always need to

get all the information of a quantum channel when we only care how good it is concerning a target

channel. Thus, more efficient approaches are proposed based on fidelity estimation and bench-

marking to characterize the information of a quantum channel. Compared to tomography, which

fully characterize a quantum state or a quantum channel, we call these approaches partial charac-

terization of quantum systems. This chapter reviews several approaches to partially characterize

quantum states or quantum channels.

Section 6.1 reviews direct fidelity estimation of both quantum states and quantum channels, and

also discusses its adaption into CV quantum states. Section 6.2 reviews verification of quantum

states and presents a verification scheme for Gaussian states. In Sec. 6.3, I review a scheme to

benchmark the average performance of a bosonic quantum channel.

6.1 Direct fidelity estimation

In this section, I review the method of direct fidelity estimation [41, 31] by applying local Pauli

measurements. The sample complexity of estimating fidelity of a general n-qubit target pure state
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is less than that of quantum tomography by a factor of 2n. This approach is also generalized to

CV quantum states [31], which, however, cannot yield a reliable estimation via a finite number of

copies.

Suppose ρt is an n-qubit target pure state. The fidelity between ρt and a prepared n-qubit state

ρp is

F(ρp,ρt) = tr
(
ρpρt

)
. (6.1)

As the set of n-qubit Pauli operators
{

Pi√
d

}d2

i=1
for

Pi ∈ {1,σx,σy,σz}⊗n (6.2)

and d = 2n, forms an orthonormal basis of d×d density matrices, any state ρ can be written as

ρ =
d2

∑
i=1

1
d

χρ(i)Pi, (6.3)

where χρ(i) = tr(ρPi). Hence, we have

tr(ρtρp) =
1
d

d2

∑
i=1

χρt(i)χρp(i), (6.4)

Reformulating Eq. (6.4), we obtain

tr(ρtρp) =
d2

∑
i=1

piXi, (6.5)

where pi := χρt(i)
2

d and Xi :=
χρp(i)
χρt(i)

. As ρt is pure,

tr(ρ2
t ) =

d2

∑
i=1

pi = 1, (6.6)

which indicates that {pi}d2

i=1 is a probability distribution. Thus, Eq. (6.5) implies that tr(ρtρp)
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equals the mean value X̄ of variable X that takes a value of Xi with probability pi. To estimate

tr(ρtρp), we sample i from the probability distribution {pi}d2

i=1 by l times to obtain l Pauli op-

erators Pi j(1 ≤ j ≤ l). Then for each chosen Pi j , we estimate χρp(i j) by applying local Pauli

measurements measuring Pi j on mi j copies of ρp.

We show the procedure for direct fidelity estimation in Algorithm 1. All the input variables

are specified by their types, including quantum types: quantum states QS[H ] and quantum chan-

nels QC[Hin][Hout ].

Algorithm 1 Direct Fidelity Estimation [41, 31]
Input:

• ρt ∈ Cd×d . classical description of ρt i.e. density matrix

• δ ∈ (0, 1
2) . maximal failure probability

• ε ∈ (0,1) . estimation error bound

• ρp ∈QS[H ] . O
(

1
ε2δ

+
d ln 1

δ

ε2

)
copies of unknown quantum states ρp.

Output:
• F̃ ∈ R . Estimate of fidelity F(ρp,ρt)

1: procedure DIRECTFIDELITYESTIMATION( ρt, δ , ε , ρp)
2: for j = 1 : l do
3: Sample an interger 1≤ i j ≤ d2 from probability distribution {pi}d2

i=1;
4: for k = 1 : mi j do
5: Apply a single-shot Pauli measurement measuring Pi j on a copy of ρp, and obtain

a measurement outcome Ai j,k, which is either 1 or −1;
6: end for
7: end for
8: return F̃ ← ∑

l
j=1 ∑

mi j
k=1

Ai j ,k

lmi j χρt(i j)
.

9: end procedure

Given estimation error bound 0 < ε < 1 and maximal failure probability 0 < δ < 1
2 , the prob-

ability of an estimate falling outside the interval (F(ρp,ρt)− ε,F(ρp,ρt)+ ε) should be

Pr(|F̃−F(ρp,ρt)| ≥ ε)≤ δ . (6.7)
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To satisfy Eq. (6.7), we set

Pr

(∣∣∣∣∣1l l

∑
j=1

Xi j −F(ρp,ρt)

∣∣∣∣∣≥ ε

2

)
≤ δ

2
. (6.8)

and

Pr

(
|F̃− 1

l

l

∑
j=1

Xi j | ≥
ε

2

)
≤ δ

2
. (6.9)

Using Chebyshev’s inequality for (6.8) yields the demanded number of samples of Pauli operators

l ≥ 8
ε2δ

. (6.10)

Using Hoeffding’s inequality [57] for (6.9), we get for each i j, the sample complexity for the

measurement of Pi j is

mi j ≥
8ln 2

δ

lε2χi j(ρt)2 . (6.11)

From both Eqs. (6.10) and (6.11), the expected total sample complexity of ρp is

m = l
d2

∑
i=1

pimi ≥
8d ln 2

δ

ε2 . (6.12)

One can see that the expected sample complexity for direct fidelity estimation scales as O(d), less

than O(d2) of quantum tomography.

The idea of fidelity estimation is generalized to estimating average fidelity of a quantum chan-

nel. This generalization estimates the average fidelity between a prepared quantum channel and

a target unitary channel. The sample complexity of this scheme is O
(

1
ε2δ

+
d2 ln 1

δ

ε2

)
[41]. This

scheme requires only tensor products of local Pauli eigenstates as inputs and measuring local Pauli

operators at outputs.

This scheme is extended to estimating fidelity of CV quantum states as well, using

tr(ρtρp) =
∫
C

d2
α

π
Wρt(α)Wρp(α), (6.13)
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where Wρ(α) is the Wigner function (2.152) of density operator ρ . As, for a pure state ρt,

π

∫
C

d2
αWρt(α)2 = 1, (6.14)

{
p(α) := πWρt(α)2;α ∈ C

}
is a probability distribution over the phase space. Thus, we have

tr(ρtρp) =
∫

d2
α p(α)

Wρp(α)

Wρt(α)
. (6.15)

Using procedures analougous to fidelity estimation of multi-qubit states, one can estimate fidelity

of a CV state by sampling a Wigner function.

Again, from Chebyshev’s inequality, we need to sample l (6.10) phase-space points. Using

Hoeffding’s inequality, we know for each phase-space point α , we need

mα ≥
8ln 2

δ

ε2lWρt(α)2 (6.16)

number of measurements to estimate the value Wρp(α). However, as the entire phase space is not

compact, the expected total sample complexity

m = l
∫
C

d2
α p(α)mα ≥

π ln 2
δ

ε2

∫
C

d2
α (6.17)

is divergent for any CV target state ρt. Thus, with finite sample complexity, this scheme cannot

yield a reliable estimation of fidelity of a CV quantum state.

This section has reviewed how to estimate the fidelity of a quantum state by only applying

local Pauli measurements. This scheme is generalized to estimate the average fidelity of a quantum

channel via feeding eigenstates of Pauli operators as inputs and applying Pauli measurements at

outputs. However, I have shown that the direct adaption of this scheme into CV quantum states

does not yield a reliable estimation scheme.
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6.2 Verification of Gaussian states

This section begins with the definition of quantum-state verification. Then we review the math-

ematical definition of fidelity witness. Finally, we discuss the fidelity witness for Gaussian pure

states and the verification protocol for Gaussian pure states.

Verification is the process of determining whether an implementation properly satisfies design

specifications [89]. Verification, along with validation, is important for assessing the credibility

of a product or a system. Quantum-state verification [11, 50, 110, 44, 92, 92, 126] aims to check

whether an implementation of certain quantum state meets the specifications of a target quantum

state or not.

Suppose the figure of merit for state verification is fidelity

F(ρp,ρt) = tr
(
ρpρt

)
, (6.18)

where ρt is pure: ρ2
t = ρt. There is a technology-limited verifier and an untrusted, powerful prover

with significant but bounded quantum technology. The verifier provides the prover with the clas-

sical description of a pure state ρt, and the prover sends independent and identical copies of quan-

tum state ρp to the verifier. Then by measurements, the verifier decides whether to accept ρp as

a certified preparation of ρt or reject it. Reminiscent of interactive proof systems [45, 58], the

completeness and soundness conditions of quantum-state verification are defined as follows.

Definition 6 ([11]). With respect to threshold fidelity Ft < 1 and maximal failure probability 0 <

δ ≤ 1
2 , the verifier’s verification test should satisfy

1. completeness: if ρp = ρt, the verifier accepts with probability at least 1−δ ;

2. soundness: if F(ρp,ρt)≤ Ft, the verifier rejects with probability at least 1−δ .

As ρt has zero measure in the topological space of density operators induced by fideity, to make

the definition practically meaningful, the verifier should accept all states in a neighborhood of ρt

with probability at least 1−δ .
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In the multi-qubit case, F(ρp,ρt) can be estimated [41, 31] by decomposing ρt into a linear

combination of Pauli operators and measuring the overlap between ρp and each Pauli operator.

This idea gives rise to verification schemes for ground states of Hamiltonians and certain stabilizer

states by measuring single-qubit Pauli operators [110]. Adapting this idea into infinite-dimensional

system, F(ρp,ρt) can be estimated by measuring the Wigner function of ρp at different phase-space

points [31]. Although experimentally viable [79], this method is not efficient.

To obtain an efficient verification scheme for Gaussian pure states, we introduce fidelity wit-

ness, which provides an economic way to detect F(ρp,ρt). Analogous to entanglement wit-

ness [112, 59], a fidelity witness distinguishes ρt from the whole set {ρp;F(ρp,ρt) ≤ Ft} for any

threshold fidelity Ft < 1. Here we present the mathematical definition of fidelity witness.

Definition 7 ([44]). A self-adjoint operator W is a fidelity witness for ρt if

W(ρp) := tr
(
Wρp

)
(6.19)

satisfies

1. W(ρp) = 1⇐⇒ ρp = ρt; (6.20)

2. ∀ρp,W(ρp)≤ F(ρp,ρt). (6.21)

We see that

tr
(
Wρp

)
> Ft (6.22)

witnesses

F(ρt,ρp)> Ft, (6.23)

whereas

tr
(
Wρp

)
≤ Ft (6.24)

does not imply any relation between F(ρt,ρp) and Ft.
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Now we explain how to verify a Gaussian pure state by measuring a fidelity witness. For any

Gaussian pure state

ρt =US,d |0〉F 〈0|U†
S,d, (6.25)

the observable

1−US,dn̂U†
S,d (6.26)

is a fidelity witness, such that

F(ρt,ρp)≥ 1−
〈

US,dn̂U†
S,d

〉
ρp
, (6.27)

where equality is achieved iff ρp = ρt. The above mean value is a linear combination of single-

mode expectation values and two-mode correlations [11]

〈
US,dn̂U†

S,d

〉
ρp

=
1
2

tr
[
S−>S−1

(〈
x̂>x̂

〉
ρp
−2x̄ρpd+d

>d
)]
− N

2
, (6.28)

Thus, the right-hand side of inequality (6.27) can be estimated by local homodyne detections on ρp.

The verification protocol for Gaussian pure states is presented in Algorithm 2. This protocol

requires 2mc1 +2νmc2 copies of ρp, where

c1 ∈ O

(
m2 ‖S‖4

∞
‖d‖2

σ2
1

ε2 ln(1/(1−δ ))

)
, (6.29)

c2 ∈ O

(
m3ν2 ‖S‖4

∞
σ2

2
ε2 ln(1/(1−δ ))

)
, (6.30)

ν = 2min{k2,m}, k is the maximum number of input modes to which an output mode is coupled

and ‖S‖
∞

equals er
max, where rmax is the maximal single-mode squeezing parameter in US,d. This

protocol is a reliable verification protocol satisfying the completeness and soundness conditions in

Def. 6 [11]. Furthermore, this protocol accepts any state close enough to ρt. If

F(ρp,ρt)≥ Ft +∆, (6.32)
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Algorithm 2 Verification protocol for Gaussian pure states [11]
Input:

• S ∈ Sp(2m,R) . symplectic transformation of US,d in Eq. (6.25)

• d ∈ R2m . displacement vector of US,d in Eq. (6.25)

• Ft ∈ (0,1) . threshold fidelity

• δ ∈
(
0, 1

2

]
. maximal failure probability

• ε ∈
(

0, 1−Ft
2

)
. error bound

• k ∈ N+ . maximum number of input modes to which an output mode is coupled.

• ρp ∈QS[F⊗m] . 2mc1 +2νmc2 copies of ρp

• σ1 > 0 . upper bound of the variance of any x̂l on ρp, where 1≤ l ≤ 2m.

• σ2 > 0 . upper bound of the variance of any 1
2 (x̂ux̂v + x̂vx̂u), where 1≤ u≤ v≤ 2m.

Output:
• b ∈ {0,1} . 0 means reject and 1 means accept.

1: procedure VERIFICATIONOFPUREGAUSSIANSTATES(S, d, Ft, δ , ε , k, σ1, σ2, ρp)
2: for l = 1 : 2m do
3: for i = 1 : c1 do . To obtain an estimate x̄∗ρp

of x̄ρp .
4: apply a single-shot homodyne detection for quadrature x̂l on one copy of ρp;
5: end for
6:

(
x̄∗ρp

)
l
← 1

c1
∑

c1
i=1 χ

x̂l
i ; . χ

x̂l
i is ith measurement outcome with respect to x̂l .

7: for i = 1 : c2 do . To estimate the diagonal elements in
〈
x̂>x̂

〉
ρp

.
8: apply a single-shot homodyne detection for quadrature x̂l on one copy of ρp;
9: end for

10:
(〈
x̂>x̂

〉∗
ρp

)
ll
← 1

c2
∑

c2
i=1

(
χ
x̂l
i

)2
;

11: end for
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12: for v = 1 : 2m do . To estimate the off-diagonal elements in
〈
x̂>x̂

〉
ρp

13: for u = 1 : v−1 and (S−>S−1)u,v 6= 0 do
14: if (u,v) 6= (2 j−1,2 j) then
15: for i = 1 : c2 do
16: apply two single-shot homodyne detections for quadratures x̂u and x̂v si-

multaneously on one copy of ρp;
17: end for
18:

(〈
x̂>x̂

〉∗
ρp

)
vu
← 1

c2
∑

c2
i=1 χ

x̂u
i χ

x̂v
i ; . χ

x̂u
i and χ

x̂v
i are ith measurement

outcomes
19:

(〈
x̂>x̂

〉∗
ρp

)
uv
←
(〈
x̂>x̂

〉∗
ρp

)
vu

;
20: else
21: for i = 1 : c2 do
22: apply a single-shot homodyne detection for quadrature 1√

2
(x̂u + x̂v) on one

copy of ρp;
23: end for

24:
(〈
x̂>x̂

〉∗
ρp

)
vu
← 1

c2
∑

c2
i=1

(
χ

1√
2
(x̂u+x̂v)

i

)2

− 1
2

(
x̄∗ρp

)2

u
− 1

2

(
x̄∗ρp

)2

v
;

. χ

1√
2
(x̂u+x̂v)

i is ith measurement outcome regarding 1√
2
(x̂u + x̂v).

25:
(〈
x̂>x̂

〉∗
ρp

)
uv
←
(〈
x̂>x̂

〉∗
ρp

)
vu

;
26: end if
27: end for
28: end for
29: W(ρp)

∗← 1
2 tr
[
S−>S−1

(〈
x̂>x̂

〉∗
ρp
−2x̄∗ρp

d+d>d
)]
− N

2 ; . Obtain an
estimateW(ρp)

∗ of

W(ρp) = 1−
〈

US,dn̂U†
S,d

〉
ρp
, (6.31)

30: ifW(ρp)
∗ > Ft + ε then

31: return b = 1;
32: else
33: return b = 0.
34: end if
35: end procedure

116



where

∆ =
2ε +W(ρ⊥t )(Ft−1)

1−W(ρ⊥t )
(6.33)

and ρ⊥t is a density operator orthogonal to ρt satisfying

ρp = Fρt +(1−F)ρ⊥t , (6.34)

the verifier accepts ρp with probability at least 1−δ . As

Ft +∆< 1, (6.35)

the verifier, with a high probability, accepts any state in a neighborhood of ρt in the topological

space of density operators.

In this section, we have explained how verification of quantum states can be cast into an ad-

versarial game between a verifier and a prover. We have reviewed the mathematical definitions of

fidelity witness as well as the verification protocol for multi-mode Gaussian pure states.

6.3 Benchmarking bosonic quantum channels

This section first reviews the general framework of quantum-process benchmarking. Second, we

explain how an arbitrary benchmark test can be reformulated into a canonical test that employs one

input state and measures one observable. Third, we discuss the canonical test for amplification and

attenuation channels.

Here quantum-process benchmarking refers to measuring the performance of an experimen-

tal quantum process using a specific figure of merit, such as average fidelity, resulting in a value

that is compared with theoretical values. Direct-fidelity estimation approach [41, 31] can be used

to benchmark multi-qubit quantum channels by preparing product states and measuring single-

qubit Pauli operators. On the other hand, quantum randomized benchmarking provides an efficient

way to estimate the average gate fidelity of multi-qubit Clifford gates. However, neither of these
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methods are readily adapted to benchmarking bosonic channels due to the finite-energy restric-

tion [23, 124, 12, 107, 40].

Now we introduce a general framework of quantum-process benchmarking in terms of a quantum-

state transformation game [124]. In order to measure the performance of a prover’s quantum

channel, denoted by E , a verifier prepares a state ρx with probability px (in general, a probability

measure), sends ρx through E , applies certain measurement on E(ρx), and assign different scores

to different measurement outcomes, where x is a label. We use x to denote the set of labels, and

the cardinality of X can either be finite or be countably infinite or even uncountable. The expected

score sE quantifies the performance of channel E .

For average-fidelity-based benchmarking, the verifier’s measurement is described by the POVM

{|φx〉〈φx| ,1−|φx〉〈φx|}, |φx〉 ∈H . (6.36)

If the measurement outcome corresponds to |φx〉〈φx|, then the verifier assigns score 1 to E ; other-

wise, he assigns score 0. Then the expected score equals the average fidelity

sE = F̄E := ∑
x∈X

px 〈φx|E(ρx) |φx〉 , (6.37)

where, if x is an uncountable set, ∑ must be replaced by
∫

.

Rather than sampling different inputs ρx, any benchmark test can be reformulated into a new

test that requires only the preparation of one input state σAR and the measurement of one observ-

able OA′R by adding a reference system R, where A and A′ denote channel input and channel

output, respectively. The new test is equivalent to the original one, in the sense that, for any CPTP

map E , the expected score

sE = tr [OA′RE ⊗I(σAR)], (6.38)

where I is the identity channel on reference R. σAR and OA′R in Eq. (6.38) are not unique: different

combinations of input σAR and observable OA′R lead to equivalent tests iff they yield the same
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performance operator, which is defined below.

Definition 8 ([12]). For a benchmark test with input state σAR and observable OA′R, the perfor-

mance operator is

ΠA′A := trR [(OA′R⊗1A)(1A′⊗σAR)] . (6.39)

This performance operator (6.39) satisfies the condition that, for any quantum channel E ,

sE = tr(ΠA′AC>A
E ), (6.40)

for C>A
E = ∑i j E(|i〉〈 j|)⊗| j〉〈i| the Jamiołkowski operator of E [60].

As the combination of σAR and OA′R is not unique, an experimentally feasible input state σAR is

preferred. Any benchmark test of E can be reformulated into a canonical test by preparing an entan-

gled pure state |Ψ〉AR, applying E to system A, and applying measurements on E ⊗I(|Ψ〉〈Ψ|AR)

with the observable [12]

OA′R =

(
1A′⊗ρ

− 1
2

R T †
AR

)
Π
>A
A′A

(
1A′⊗TARρ

− 1
2

R

)
, (6.41)

where

ρR = trA(|Ψ〉〈Ψ|AR), ρA = trR(|Ψ〉〈Ψ|AR) (6.42)

and TAR is a partial isometry such that

T †
ARρATAR = ρR. (6.43)

By plugging the performance operator for average-fidelity-based test

ΠA′A = ∑
x∈X

px |φx〉〈φx|⊗ρx (6.44)

into Eq. (6.41), we obtain the single observable to be measured, in order to estimate average fidelity.
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In this chapter, I have reviewed direct fidelity estimation for both quantum states and quantum

channels, as well as its adaption to CV states. Furthermore, I have reviewed concepts concerning

quantum-state verification and fidelity witness. The exposition has elucidated how a multi-mode

Gaussian pure state can be verified by measuring a fidelity witness. I have also discussed quantum-

process benchmark and the canonical benchmark test.
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Chapter 7

Efficient verification of bosonic quantum

channels

This section aims to devise feasible, efficient verification schemes for bosonic quantum chan-

nels. To this end, in Sec. 7.1, we construct an average-fidelity witness that yields a tight lower

bound for average fidelity plus a general framework for verifying optimal quantum channels. In

Sec. 7.2, for both multi-mode unitary Gaussian channels and single-mode amplification channels,

we present experimentally feasible average-fidelity witnesses and reliable verification schemes, for

which sample complexity scales polynomially with respect to all channel specification parameters.

Our verification scheme provides an approach to benchmark the performance of bosonic channels

on a set of Gaussian-distributed coherent states by employing only two-mode squeezed vacuum

states and local homodyne detections.

7.1 Definitions and framework

This section develops our general framework of verification of an optimal quantum channel. We

introduce a new concept, called average-fidelity witness. We present our general protocol for

quantum-channel verification and show this verification protocol satisfies completeness and sound-

ness conditions.
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Consider a state-transformation task

ρx 7→ |φx〉 (7.1)

with an input ensemble

{(px,ρx);x ∈ X} (7.2)

as well as an output-target-state set

{|φx〉〈φx| ;x ∈ X}. (7.3)

Suppose at least one optimal quantum channel Eopt exists in the sense that Eopt achieves the maxi-

mal average fidelity

F̄max := sup
E

∑
x∈X

px 〈φx|E(ρx) |φx〉= ∑
x∈X

px 〈φx|Eopt(ρx) |φx〉 . (7.4)

In the finite-dimensional case, such an optimal quantum channel always exists [70, 24].

There is a technology-limited verifier and an untrusted, powerful prover with significant but

bounded quantum technology. The verifier provides the prover with the classical description of the

input ensemble (7.2) as well as the output-target-state set (7.3), and the prover sends independent

and identical copies of quantum channels, Ep, to the verifier. The verifier prepares input states and

applies local measurements at outputs without any state-preparation and measurement (SPAM)

errors, and then decides whether to accept Ep as an optimal quantum channel in terms of F̄Ep , or

reject it. We define completeness and soundness requirements for verification of optimal quantum

channels as follows.

Definition 9. An optimal-quantum-channel verification, with respect to threshold average fidelity F̄t

and maximal failure probability δ , satisfies

1. completeness: if F̄Ep = F̄max, then the verifier accepts with probability no less than 1−δ ;
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2. soundness: if F̄Ep ≤ F̄t, then the verifier rejects with probability no less than 1−δ .

To guarantee quantum-channel verification makes sense in practice, the verifier should accept any

quantum channel in a neighbourhoood of Eopt in the topological space of all CPTP maps induced

by the average fidelity in Eq. (6.37).

In order to verify whether Ep is optimal, one way is to follow the procedures of the canonical

average-fidelity-based benchmark test in Subsec. 6.3. In general, however, OA′R in Eq. (6.41) is not

feasibly measured. Here we define average-fidelity witness, which yields a tight lower bound of

the average fidelity and develop a quantum-channel verification protocol involving measurement

of an average-fidelity witness.

Definition 10. An observable WA′R is an average-fidelity witness for F̄E on the state E⊗I (|Ψ〉〈Ψ|AR)

if

W(E) := tr [WA′RE ⊗I (|Ψ〉〈Ψ|AR)] (7.5)

satisfies

1. W(E) = F̄E ⇐⇒ F̄E = F̄max; (7.6)

2. ∀E ,W(E)≤ F̄E . (7.7)

Analogous to the fidelity witness, measuring the average-fidelity witness distinguishes the optimal

quantum channels from all quantum channels, whose average fidelity is below the threshold.

The verification game between the verifier and the prover can also be interpreted by a query

model: copies of quantum channel E are obtained via queries from a black box to decide whether E

is optimal or not in terms of average fidelity. Given certain classical descriptions of input and

target-output ensembles, the black box, each time, outputs one independent and identical copy of a

quantum channel. The query complexity describes how many copies of E are demanded from the

black box, in order to have a reliable answer on whether E is optimal or not. As estimating the mean

value of an average-fidelity witness is sampling the mean value of an unknown distribution, we use

sampling complexities, instead of query complexities, from now on, to infer how the number of
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copies of E scales with the size of the classical description of input and target-output ensembles.

We present our general framework of a verification protocol for optimal quantum channels in

Algorithm 3.

Algorithm 3 General verification protocol for optimal quantum channels
Input:

• px . Probability distribution

• classical description of ρx . Input states

• classical description of |φx〉〈φx| . Output target states

• F̄t ∈ (0, F̄max) . threshold average fidelity

• δ ∈
(
0, 1

2

)
. maximal failure probability

• ε ∈
(

0, F̄max−F̄t
2

)
. error bound

• Ep ∈QC[F⊗m][F⊗m] . The sample complexity depends on both δ and ε .

• |Ψ〉AR ∈QS[F⊗2] . The number of copies of |Ψ〉AR depends on that of Ep.
Output:

• b ∈ {0,1} . 0 means reject and 1 means accept.
1: procedure VERIFICATIONOFOPTIMALCHANNELS(px, x, classical description of ρx and
|φx〉〈φx|, F̄t, δ , ε , Ep, |Ψ〉AR)

2: send system A of each copy of |Ψ〉AR through one copy of Ep;
3: apply local measurements on each Ep⊗I (|Ψ〉〈Ψ|AR) to measure WA′R;

.WA′R is a tight lower bound of the observable OA′R in Eq. (6.41).
4: by processing measurement outcomes, obtain an estimateW(Ep)

∗ ofW(Ep); . With
probability no less than 1−δ ,

W(Ep)
∗ ∈ [W(Ep)− ε,W(Ep)+ ε]. (7.8)

5: ifW(Ep)
∗ ≥ F̄t + ε then

6: return b = 1;
7: else
8: return b = 0.
9: end if

10: end procedure

This general verification protocol satisfies both the completeness and soundness conditions in

definition 9. If Ep is an optimal quantum channel, thenW(Ep) = F̄max. Hence, with probability at

least 1−δ ,

W(Ep)
∗ ≥ F̄max− ε > F̄t +2ε− ε = F̄t + ε. (7.9)
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If F̄Ep ≤ F̄t, with probability at least 1−δ ,

W(Ep)
∗ ≤W(Ep)+ ε < sEp + ε ≤ F̄t + ε. (7.10)

Using the decision-making procedure, we conclude that this protocol satisfies the completeness

and soundness conditions.

From the continuity of the function W(Ep) at optimal quantum channels, a neighborhood of

optimal channels exists in the topological space of CPTP maps, such that ∀ Ep in this neighborhood

satisfies

W(Ep)≥ F̄t +2ε. (7.11)

Hence, with probability at least 1−δ ,

W(Ep)
∗ ≥ F̄t + ε. (7.12)

It indicates that the verifier accepts any quantum channel in a neighborhood of the optimal chan-

nels, with high probability, in the topological space.

This section has presented our general scheme on how to verify an optimal quantum channel in

terms of average fidelity. We have mathematically defined optimal-quantum-channel verification

and average-fidelity witness. In the next section, we present examples of this general verification

protocol by measuring experimentally feasible average-fidelity witnesses.

7.2 Verification of bosonic channels

In this section, we present two verification protocols, one for multi-mode Gaussian unitary chan-

nels, the other for single-mode amplification channels. All operations and sample complexities in

the protocols are specified. The verification operations only require the preparation of two-mode

squeezed vacuum states and the application of local homodyne detections. The sample complex-

ities scale polynomially with respect to all channel-specification parameters. In both protocols,
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we devise experimentally feasible average-fidelity witnesses, the mean values of which, can be

sampled by local homodyne detections.

7.2.1 Verification of multi-mode Gaussian unitary channels

In this subsection, we present a verification protocol for multi-mode Gaussian unitary channels.

Central to this verification protocol is an average-fidelity witness, and we show that the mean value

of this witness can be estimated by sampling the means and the covariance matrix of quadrature

operators.

Here we investigate a verification protocol for the optimal quantum channel in terms of average

fidelity

F̄(E ,US,d) :=
∫ d2mα

πm λ
me−λ |α|2〈α|U†

S,dE(|α〉〈α|)US,d |α〉〉, (7.13)

where

US,d(ρ) =US,dρU†
S,d, (7.14)

is the unitary quantum channel and

|α〉 := |α1〉⊗ |α2〉⊗ · · ·⊗ |αm〉 , α := (α1,α2, . . . ,αm) ∈ C⊗m (7.15)

is a product of m coherent states. Evidently, US,d achieves unity average fidelity (7.13).

The verification protocol for the optimal quantum channel in terms of the average fidelity (7.13)

is presented in Algorithm 4. The schematic diagram of the verification scheme is shown in Fig. 7.1.

Now we devise an average-fidelity witness for the average fidelity in Eq. (7.13) and show that

its mean value is a linear combination of γ, Γ1 and Γ2. Hence, the mean value of the witness can

be estimated by the measurement and classical-information processing schemes in Algorithm 4.

Theorem 11. The observable

1− λ

λ +1
US,d⊗1

(
m

∑
i=1

Sκ n̂i⊗1S†
κ

)
U†
S,d⊗1, (7.17)
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Algorithm 4 Verification protocol for multi-mode Gaussian unitary operations
Input:

• 1
λ
> 0 . variance of the prior Gaussian distribution

• S ∈ Sp(2m,R) . symplectic transformation of target Gaussian unitary operation

• d ∈ R2m . displacement vector of target Gaussian unitary operation

• F̄t ∈ (0,1) . threshold average fidelity

• δ ∈
(
0, 1

2

)
. maximal failure probability

• ε ∈
(

0, 1−F̄t
2

)
. error bound

• Ep ∈QC[F ][F ] . 2mc3 +m(2m+1)c4 +4m2c5 copies of Ep

• |κ〉TMSV ∈QS[F⊗2] . 2m2c3 +m2(2m+1)c4 +4m3c5 copies of |κ〉TMSV, where

|κ〉TMSV = Sκ |0〉F for κ = arctanh
1√

λ +1
(7.16)

• σ1 > 0 . upper bound of the variance of any x̂A′
l , 1≤ l ≤ 2m, on Ep⊗I

(
|κ〉〈κ|⊗m

TMSV
)
.

• σ2 > 0 . upper bound of the variance of any 1
2

(
x̂A′

u x̂
A′
v + x̂A′

v x̂
A′
u

)
and x̂A′

u x̂
R
v on

Ep⊗I
(
|κ〉〈κ|⊗m

TMSV
)
, where 1≤ u,v≤ 2m.

Output:
• b ∈ {0,1} . 0 means reject and 1 means accept.

1: procedure VERIFICATIONOFGAUSSIANUNITARYOPERATIONS( 1
λ

, S, d, F̄t, δ , ε , σ1, σ2, Ep,
|κ〉TMSV)

2: for each copy of Ep do
3: for j = 1 : m do
4: send one mode of one copy of |κ〉TMSV into j-input of Ep;
5: keep the other mode as a reference mode;
6: end for
7: end for
8: for l = 1 : 2m do
9: for i = 1 : c3 do . To estimate γ := x̄A′ ∈ R2m.

10: apply a single-shot homodyne detection for quadrature x̂A′
l on one copy of Ep⊗

I
(
|κ〉〈κ|⊗m

TMSV
)
;

11: end for
12: γ∗l ← 1

c3
∑

c3
i=1 χ

x̂A′
l

i ;

. γ∗ is an estimate of γ. χ
x̂A′

l
i is ith measurement outcome with respect to quadrature x̂A′

l .
13: for i = 1 : c4 do . To estimate the diagonal elements in Γ1 :=

〈
x̂A′x̂

>
A′
〉
∈ R2m×2m.

14: apply a single-shot homodyne detection for quadrature x̂A′
l on one copy of Ep⊗

I
(
|κ〉〈κ|⊗m

TMSV
)
;

15: end for
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16: (Γ∗1)uu← 1
c4

∑
c4
i=1

(
χ
x̂A′

u
i

)2

; . Γ∗1 is an estimate of Γ1.

17: end for
18: for u = 1 : 2m do . To estimate the off-diagonal elements in Γ1.
19: for v = 1 : u−1 do
20: if (u,v) 6= (2 j,2 j−1) for j ∈ {1,2, . . . ,m} then
21: for i = 1 : c4 do
22: apply two single-shot homodyne detections for quadratures x̂A′

u and x̂A′
v

simultaneously on one copy of Ep⊗I
(
|κ〉〈κ|⊗m

TMSV
)
;

23: end for
24: (Γ∗1)uv← 1

c4
∑

c4
i=1 χ

x̂A′
u

i χ
x̂A′

v
i ;

25: else
26: for i = 1 : c4 do
27: apply a single-shot homodyne detection for quadrature 1√

2

(
x̂A′

u + x̂A′
v

)
on

one copy of Ep⊗I
(
|κ〉〈κ|⊗m

TMSV
)
;

28: end for

29: (Γ∗1)uv← 1
c4

∑
c4
i=1

(
χ

1√
2

(
x̂A′

u +x̂A′
v

)
i

)2

− 1
2(γ

∗
u)

2− 1
2(γ

∗
v )

2;

30: end if
31: (Γ∗1)vu← (Γ∗1)uv;
32: end for
33: end for
34: for u = 1 : 2m do . To estimate Γ2 :=

〈
x̂A′x̂

>
R
〉
∈ R2m×2m.

35: for v = 1 : 2m do
36: for i = 1 : c5 do
37: apply two single-shot homodyne detection for x̂A′

u and x̂R
v simultaneously on

one copy of Ep⊗I
(
|κ〉〈κ|⊗m

TMSV
)
;

38: end for
39: (Γ∗2)uv← 1

c5
∑

c5
i=1 χ

x̂A′
u

i χ
x̂R

v
i ; . Γ∗2 is an estimate of Γ2.

40: (Γ∗2)vu← (Γ∗2)uv;
41: end for
42: end for
43: WUS,d(Ep)

∗ ← −1
2 tr
[
S−TS−1 (Γ∗1−2γ∗d>+dd>

)]
+ 1√

λ+1
tr
(
Z⊕mS−1Γ∗2

)
+

m(λ 2−2λ−4)
2λ (λ+1) +1;

. Obtain an estimateWUS,d(Ep)
∗ ofWUS,d(Ep) in Eq. (7.54).

44: ifWUS,d(Ep)
∗ ≥ F̄t + ε then

45: return b = 1;
46: else
47: return b = 0.
48: end if
49: end procedure
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|κ〉TMSV

|κ〉TMSV

...

...

...

E ...

Figure 7.1: Our verification scheme for a multi-mode Gaussian unitary channel. Each |κ〉TMSV de-
notes a two-mode squeezed vacuum state with squeezing parameter κ . One mode of each |κ〉TMSV
goes through a multi-mode unknown bosonic quantum channel, denoted by E and represented by
a square. Homodyne detections, represented by semicircles, are applied at each output mode of E
and the other mode of each |κ〉TMSV.

where

Sκ := e
κ

2 (â1â2+â†
1â†

2), (7.18)

is an average-fidelity witness for F̄(E ,US,d) on E ⊗I
(
|κ〉〈κ|⊗m

TMSV
)
.

From now on, we use WUS,d to denote the average-fidelity witness (7.17). To show Theorem 11,

we need Lemmas 12 and 13.

Lemma 12. Given performance operator

ΠA′A =
∫ d2α

π
λe−λ |α|2 |gα〉〈gα|⊗ |α〉〈α| , (7.19)

where g> 0, and input state |Ψ〉AR = |κ〉TMSV, if g≤
√

λ +1, then

OA′R = Sθ (Gθ ⊗1)S†
θ
, (7.20)

where

Gθ =
∞

∑
n=0

tanh2n
θ |n〉〈n| (7.21)
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|κ〉TMSV

E
S†

θ

Figure 7.2: Previous benchmarking scheme for a single-mode bosonic amplification/attenuation
channel [12]. |κ〉TMSV denotes a two-mode squeezed vacuum state with squeezing parameter κ .
One mode of |κ〉TMSV goes through E . The square, denoted by E , represents a single-mode un-
known bosonic quantum channel. The output mode of E and the other mode of |κ〉TMSV go through
an online two-squeezing operation, denoted by S†

θ
and represented by a rectangle. A heterodyne

detection, represented by a semicircle, is applied at one final output mode, and the other output
mode is discarded.

and

θ = arctanh
g√

λ +1
; (7.22)

otherwise,

OA′R = tanh2
θ
′Sθ ′(1⊗Gθ ′)S

†
θ ′ , (7.23)

where

θ
′ = arctanh

√
λ +1
g

. (7.24)

Ref. [12] has shown the results in Lemma 12, except missing the constant tanh2
θ ′ in Eq. (7.23).

Proof. The purification of thermal state ρA = ρT (
1
λ
) is a two-mode squeezed vacuum state

|Ψ〉AR =

√
λ

1+λ

∞

∑
n=0

(
1

1+λ

) n
2

|n〉A |n〉R . (7.25)

The reduced states on A and R are

ρA = ρR =
λ

1+λ

∞

∑
n=0

(
1

1+λ

)n

|n〉〈n| . (7.26)

Thus,

TAR = 1 (7.27)
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is an identity map on H .

Plugging Eqs. (7.19), (7.26) and (7.27) into Eq. (6.41), we obtain [12]

OA′R =
∫ d2α

π

∣∣∣ gα√
λ +1

〉〈 gα√
λ +1

∣∣∣⊗|ᾱ〉〈ᾱ| . (7.28)

If g≤
√

λ +1, we have

∀α ∈ C, Sθ1⊗D
(

ᾱ

coshθ

)
S†

θ
= D

(
gα√
λ +1

)
⊗D(ᾱ). (7.29)

Then OA′R (7.28) can be further simplified to

OA′R =
∫ d2α

π
Sθ1⊗D

(
ᾱ

coshθ

)
S†

θ
|0〉F 〈0|⊗ |0〉F 〈0|Sθ1⊗D

(
ᾱ

coshθ

)†

S†
θ

=cosh2
θ

∫ d2α

π
Sθ (1⊗D(α))S†

θ
|0〉F 〈0|⊗ |0〉F 〈0|Sθ

(
1⊗D(α)†

)
S†

θ

=Sθ Gθ ⊗1S†
θ
. (7.30)

In Eq. (7.30), we use the fact that the Heisenberg-Weyl group forms a unitary 1-design [18, 127];

i.e., ∫ d2α

π
D(α)ρD(α)† = 1, (7.31)

for any single-mode density operator ρ .

If g≥
√

λ +1,

∀α ∈ C, Sθ ′
(

D
(

α

sinhθ ′

)
⊗1
)

S†
θ ′ = D

(
gα√
λ +1

)
⊗D(ᾱ), (7.32)
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for θ ′ = arctanh
√

λ+1
g . OA′R in Eq. (7.28) can be simplified to

O =
∫ d2α

π
Sθ ′
(

D
(

α

sinhθ ′

)
⊗1
)

S†
θ ′ |0〉F 〈0|⊗ |0〉F 〈0|Sθ ′

(
D
(

α

sinhθ ′

)†
⊗1
)

S†
θ ′

=sinh2
θ
′
∫ d2α

π
Sθ ′ (D(α)⊗1)S†

θ ′ |0〉F 〈0|⊗ |0〉F 〈0|Sθ ′
(

D(α)†⊗1
)

S†
θ ′

= tanh2
θ
′Sθ ′1⊗Gθ ′S

†
θ ′, (7.33)

where we use Eq. (7.31) again to obtain Eq. (7.33). Thus, we have proved Lemma 12.

Lemma 12 implies that by applying two-mode squeezing and measuring Gθ at one mode, the

verifier can directly estimate the average fidelity. As

Gθ = coth2
θ

∫ d2
α

π
e−

|α|2
sinh2 θ |α〉〈α| , (7.34)

the mean value of Gθ can be estimated by using heterodyne detections [12]. This benchmark

scheme also requires quantum memory to keep the entanglement between the output mode and

the reference mode, and online two-mode squeezing to squeeze the combination of an unknown

quantum state at the output mode and a thermal state at the reference mode. The schematic diagram

of this method, devised in [12], is shown in Fig. 7.2. However, the combination of quantum

memory, online squeezing, and heterodyne detections is experimentally challenging.

To devise an experimentally feasible verification scheme, we find lower bounds of the observ-

ables in Lemma 12 using the lemma below.

Lemma 13. For any θ > 0, m ∈ N+,

G⊗m
θ
≥ 1− ∑

m
i=1 n̂i

cosh2
θ
. (7.35)

As far as we know, the inequality in Lemma 13 is novel and has not appeared in any previous

literatures.
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Proof. We first prove that Gθ ≥ 1− n̂
n̄T+1 . This can be seen by

1− n̂
n̄T +1

=
∞

∑
n=0

(
1− n

n̄T +1

)
|n〉〈n|

=
∞

∑
n=0

n̄T +1−n
n̄T +1

|n〉〈n|

=
∞

∑
n=0

(1−nsech2
θ) |n〉〈n| . (7.36)

From the binomial inequality,

1−nsech2
θ ≤

(
1− sech2

θ
)n

= tanh2n
θ . (7.37)

Combining Eqs. (7.21) and (7.36), we have

Gθ ≥ 1− n̂
n̄T +1

. (7.38)

Next we use this result to prove the lemma by induction. Suppose

G⊗(m−1)
θ

≥ 1− ∑
m−1
i=1 n̂i

n̄T +1
, (7.39)

then

G⊗m
θ
≥
(
1− ∑

m−1
i=1 n̂i

n̄T +1

)(
1− n̂m

n̄T +1

)
≥ 1− ∑

m
i=1 n̂i

n̄T +1
. (7.40)

Thus, we have proved Lemma 13.

Combining Lemma 13 with Lemma 12, we obtain the observable in Eq. (7.17). Now we prove

Theorem 11.

Proof. From Eq. (6.44), we know that the performance operator, in the test of average fidelity F̄
(
E ,US,d

)
,

is

ΠA′A =
∫ d2mα

πm λ
me−λ |α|2US,d |α〉〈α|U†

S,d⊗|α〉〈α| . (7.41)
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Using Eq. (7.20) for the tensor product of m modes, we obtain the observable

OA′R =US,d⊗1S⊗m
κ G⊗m

κ ⊗1S†⊗m
κ U†

S,d⊗1, (7.42)

such that

F̄(E ,US,d) = tr
[
OA′RE ⊗I

(
|κ〉〈κ|⊗m

TMSV
)]
. (7.43)

In Eq. (7.42), each Gκ acts on one output mode, each Sκ acts on one output mode and the associated

reference mode, and US,d acts on the m output modes. To perform the operator multiplication in

Eq. (7.42), the operators must be represented on the Hilbert spaces with one specific order, like

A′1, . . . ,A
′
m,R1, . . . ,Rm.

Plugging inequality (7.35) into Eqs. (7.42) and (7.43) yields

F̄(E ,US,d)≥ tr
[
WUS,dE ⊗I

(
|κ〉〈κ|⊗m

TMSV
)]
, (7.44)

which proves condition (7.7). On the other hand, from Eqs. (7.42) and (7.43), we have

F̄(E ,US,d) = tr
{

Gθ trR

[
S†⊗m

κ U†
S,d⊗1E ⊗I

(
|κ〉〈κ|⊗m

TMSV
)

US,d⊗1S⊗m
κ

]}
. (7.45)

Using Eq. (7.21), we know that E is an optimal channel, i.e., F̄(E ,US,d) achieves one, iff

trR

[
S†⊗m

κ U†
S,d⊗1E ⊗I

(
|κ〉〈κ|⊗m

TMSV
)

US,d⊗1S⊗m
κ

]
= |0〉F 〈0|⊗m , (7.46)

which is further equivalent to

tr
[
WUS,dE ⊗I

(
|κ〉〈κ|⊗m

TMSV
)]

= 1. (7.47)

This proves condition (7.6). Thus, WUS,d is an average-fidelity witness for F̄(E ,US,d).
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Next we show that the expectation value of the average-fidelity witness

WUS,d(Ep) := tr
[
WUS,dEp⊗I

(
|κ〉〈κ|⊗m

TMSV
)]

(7.48)

is a linear combination of the mean values of quadrature operators, γ, and the covariances of

quadrature operators, Γ1 and Γ2. We rewrite each photon number operator in terms of position and

momentum operators,

n̂ =
x̂>x̂−m

2
. (7.49)

By applying the inverse transformations of (2.186)

S⊗m
κ

x̂A′

x̂R

S⊗m†
κ =

 coshκ1⊕m −sinhκZ⊕m

−sinhκZ⊕m coshκ1⊕m


x̂A′

x̂R

 , (7.50)

and the inverse transformation of (2.167)

US,dx̂A′U
†
S,d = S

−1(x̂A′−d), (7.51)

we write WUS,d in terms of x̂A′ and x̂R,

WUS,d = cosh2
κ(x̂>A′−d>)S−TS−1(x̂A′−d)− sinh(2κ)x̂>RZ

⊕mS−1(x̂A′−d)+ sinh2
κx̂>R x̂R.

(7.52)

As each reference mode is in a thermal state ρT (
1
λ
), for each 1≤ l ≤ 2m,

〈(
x̂R

l
)2
〉
=

λ +2
λ

. (7.53)

Using this fact and Eq. (7.16), we obtain

WUS,d(Ep)=−
1
2

tr
[
S−TS−1

(
Γ1−2γd>+dd>

)]
+

1√
λ +1

tr
(
Z⊕mS−1Γ2

)
+

m(λ 2−2λ −4)
2λ (λ +1)

+1.

(7.54)
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Eq. (7.54) implies that the mean value of the average-fidelity witness can be estimated by sampling

the means and the covariance matrix of quadrature operators, as shown in Algorithm 4.

Theorem 14. The verification protocol in Algorithm 4 requires 2mc3 + m(2m + 1)c4 + 4m2c5

copies of Ep, where

c3 ∈ O

(
m4 ‖S‖4

∞
‖d‖2

σ2
1

ε2 ln(1/(1−δ ))

)
, (7.55)

c4 ∈ O

(
m4 ‖S‖4

∞
σ2

2
ε2 ln(1/(1−δ ))

)
, (7.56)

c5 ∈ O

(
m4 ‖S‖2

∞
σ2

2
ε2 ln(1/(1−δ ))

)
. (7.57)

Proof. We denote the estimation errors as

ε :=γ−γ∗, (7.58)

E1 :=Γ1−Γ∗1, (7.59)

E2 :=Γ2−Γ∗2. (7.60)

The distance betweenW and experimental valueW∗ can be bounded

∣∣WUS,d(Ep)−WUS,d(Ep)
∗∣∣≤1

2

∣∣∣tr[S−TS−1
(
E1−2εd>

)]∣∣∣+ 1√
λ +1

∣∣tr(Z⊕mS−1E2
)∣∣

≤1
2

∥∥S−TS−1∥∥
∞

∥∥∥E1−2εd>
∥∥∥

1
+

1√
λ +1

∥∥Z⊕mS−1∥∥
∞
‖E2‖1

(7.61)

≤1
2

∥∥S−TS−1∥∥
∞
(‖E1‖1 +2‖ε‖1 ‖d‖1)+

1√
λ +1

∥∥S−1∥∥
∞
‖E2‖1 ,

(7.62)

where we use

|tr(AB)| ≤ ‖A‖
∞
‖B‖1 (7.63)
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in (7.61), and

‖AB‖1 ≤ ‖A‖1 ‖B‖1 (7.64)

in (7.62) for any matricesA andB.

From the singular value decomposition of the symplectic matrix S, we obtain

∥∥S−1∥∥
∞
= ‖S‖

∞
(7.65)

and ∥∥S−TS−1∥∥
∞
= ‖S‖2

∞
. (7.66)

Plugging the inequalities

‖E1‖1 ≤2m‖E1‖max , (7.67)

‖E2‖1 ≤2m‖E2‖max , (7.68)

‖d‖1 ≤
√

2m‖d‖ , (7.69)

‖ε‖1 ≤2m‖ε‖
∞
, (7.70)

into Eq. (7.62), we have

∣∣WUS,d(Ep)−WUS,d(Ep)
∗∣∣≤ (2m)

3
2 ‖S‖2

∞
‖ε‖

∞
‖d‖+m‖S‖2

∞
‖E1‖max +

2m‖S‖
∞√

λ +1
‖E2‖max .

(7.71)

To guarantee that

P
(∣∣WUS,d(Ep)−WUS,d(Ep)

∗∣∣≤ ε
)
≥ 1−δ , (7.72)

where P(·) denotes the probability of an event, we suppose each term on the right-hand side

of (7.71) is less than ε

3 with probability no less than (1− δ )
1
3 . To determine sample complex-

ity, we use the following lemma [11].

Lemma 15. Suppose O1,O2, . . . ,Ol are observables on state ρ with mean values 〈O j〉ρ and vari-
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ances bound by σ > 0; i.e.,

∀ j, tr
(
O2

jρ
)
−〈O j〉2ρ ≤ σ . (7.73)

For each j, χ
O j
i denotes the ith measurement outcome of O j on ρ , and then the finite sample mean

over c measurements of O j is

〈O j〉∗ρ =
1
c

c

∑
i=1

χ
O j
i . (7.74)

For any ε > 0, 0< δ ≤ 1
2 , to make

P
(
∀ j,
∣∣∣〈O j〉∗ρ −〈O j〉ρ

∣∣∣≤ ε

)
≥ 1−δ , (7.75)

the number of measurements should satisfy that

c≥ σ2(l +1)
ε2 ln(1/(1−δ ))

. (7.76)

From this lemma, we know that, to make

P
(
(2m)

3
2 ‖S‖2

∞
‖ε‖

∞
‖d‖ ≤ ε

3

)
≥ (1−δ )

1
3 , (7.77)

the verifier applies c3 (7.55) measurements on each x̂A′
l (1 ≤ l ≤ 2m), respectively, to estimate γ.

Similarly, to make

P
(

m‖S‖2
∞
‖E1‖max ≤

ε

3

)
≥ (1−δ )

1
3 , (7.78)

and

P
(

2m‖S‖
∞√

λ +1
‖E2‖max ≤

ε

3

)
≥ (1−δ )

1
3 , (7.79)

the verifier applies c4 (7.56) measurements on each 1
2

(
x̂A′

u x̂
A′
v + x̂A′

v x̂
A′
u

)
, and c5 (7.57) measure-

ments on each x̂A′
u x̂

R
v , where 1≤ u,v≤ 2m.

Now I explain the detailed measurement scheme in this verification protocol. All the measure-

ments in the protocol can be accomplished by m+5 local homodyne settings. For each 1≤ l ≤ 2m,
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the mean value of x̂l can be sampled by a local homodyne detection on either position or momen-

tum basis. Sampling 2m quadrature mean values require two local homodyne settings: one is

measuring position on all m modes of A’, the other is measuring momentum on all m modes of A’.

For each 1 ≤ u,v ≤ 2m, mean value of x̂A′
u x̂

R
v can be sampled by performing local homodyne

detections regarding x̂A′
u and x̂R

v , respectively, and then multiplying two measurement outcomes.

Sampling mean values of x̂A′
u x̂

R
v require two additional homodyne settings: one is measuring po-

sition on all m modes of R; the other is measuring momentum on all m modes of R.

For each 1 ≤ v < u ≤ 2m, such that (u,v) 6= (2 j,2 j− 1) for 1 ≤ j ≤ m, sampling mean value

of x̂A′
u x̂

A′
v can be accomplished by applying local homodyne detections regarding x̂A′

u and x̂A′
v ,

respectively, and then multiplying measurement outcomes. These measurements need the com-

bination of position measurement at one mode and momentum measurement at another mode.

Hence, at least m more local homodyne settings are required: each one setting measures position

at one distinct mode and momenta at all other modes.

For each 1 ≤ u ≤ 2m, sampling mean value of
(
x̂A′

u

)2
can be accomplished by performing

homodyne detection with respect to x̂A′
u and squaring the measurement outcomes. These homo-

dyne settings are same as the settings for sampling mean values of x̂A′
u . When (u,v) = (2 j,2 j−1),

1
2

(
x̂A′

u x̂
A′
v + x̂A′

v x̂
A′
u

)
is

1
2

(
q̂A′

j p̂A′
j + p̂A′

j q̂A′
j

)
. (7.80)

To sample mean value of observable (7.80), one can sample mean value of

1√
2
(q̂A′

j + p̂A′
j ), (7.81)

by noting that
1
2
(q̂p̂+ p̂q̂) =

1
2
(q̂+ p̂)2− 1

2
q̂2− 1

2
p̂2, (7.82)

and that mean value of
(

q̂A′
j

)2
and

(
p̂A′

j

)2
have been sampled by the approach we explained above.

Sampling mean value of observable (7.81), for each j, can be accomplished by one additional mea-
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surement setting that is to perform homodyne detection at each mode of A’ in a 45-degree rotated

basis. Thus, all measurements in Algorithm 4 can be accomplished by m+ 5 local homodyne

settings.

This subsection has presented a verification protocol for multi-mode Gaussian unitary channels

including all operations and sample complexities. Central to the verification protocol, we have

devised an average-fidelity witness and show that its mean value can be estimated by applying

local homodyne detections. Our protocol greatly simplifies the experimental setting to detect the

average fidelity without requiring quantum memory or online squeezing. The sample complexity

of this protocol scales polynomially with the number of modes, the maximal squeezing parameter

and the phase-space displacement of the target Gaussian unitary operation.

7.2.2 Verification of single-mode amplification channels

In this subsection, we present a verification protocol for single-mode amplification channels. We

devise an average-fidelity witness for this verification protocol and show that its mean value is a

linear combination of the covariances of quadrature operators.

Quantum amplification channels [95] are important for quantum cloning and other quantum

information processing protocols. We investigate a verification protocol for the optimal quantum

channel in terms of average fidelity

F̄g(E) =
∫ d2α

π
λe−λ |α|2 〈gα|E(|α〉〈α|) |gα〉 , (7.83)

where g> λ +1 is the amplification gain. Chiribella and Xie showed that the optimal amplification

channel can be achieved by a Gaussian amplification channel, using two-mode squeezing, and the

maximum achievable average fidelity (7.83) is [24]

F̄max
g =

λ +1
g2 . (7.84)

We present our verification protocol in Algorithm 5.
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Algorithm 5 Verification protocol for single-mode amplification channel
Input:

• 1
λ
> 0 . Variance of the prior Gaussian distribution

• g> λ +1 . amplification gain.

• F̄t ∈
(

0, λ+1
g2

)
. threshold average fidelity.

• δ ∈
(
0, 1

2

)
. maximal failure probability.

• ε ∈
(

0, λ+1−g2F̄t
2g2

)
. error bound.

• Ep . 2c6 +2c7 copies of Ep from the prover

• |κ〉TMSV . 2c6 +2c7 copies of |κ〉TMSV

• σ2 > 0 . the upper bound of the variances of q̂2
A′ , p̂2

A′ , q̂A′ q̂R and p̂A′ p̂R on
Ep⊗I (|κ〉〈κ|TMSV).

Output:
• b . b ∈ {0,1}, 0 means reject and 1 means accept.

1: procedure VERIFICATIONOFAMPLIFICATIONCHANNEL( 1
λ

, g, F̄t, δ , ε , σ2, Ep, |κ〉TMSV)
2: send one mode of each copy of |κ〉TMSV into a copy of Ep, and keep the other mode as a

reference mode;
3: for i = 1 : c6 do
4: apply a single-shot homodyne detection for quadrature q̂A′ on one copy of Ep ⊗
I (|κ〉〈κ|TMSV);

5: end for
6: 〈q̂2

A′〉
∗← 1

c6
∑

c6
i=1

(
χ

q̂A′
i

)2
; . 〈q̂2

A′〉
∗ is an estimate of 〈q̂2

A′〉.
7: for i = 1 : c6 do
8: apply a single-shot homodyne detection for quadrature p̂A′ on one copy of Ep ⊗
I (|κ〉〈κ|TMSV);

9: end for
10: 〈p̂2

A′〉
∗← 1

c6
∑

c6
i=1

(
χ

p̂A′
i

)2
; . 〈p̂2

A′〉
∗ is an estimate of 〈p̂2

A′〉.
11: for i = 1 : c7 do
12: apply two single-shot homodyne detections for quadratures q̂A′ and q̂R simultaneously

on one copy of Ep⊗I (|κ〉〈κ|TMSV);
13: end for
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14: 〈q̂A′ q̂R〉∗← 1
c7

∑
c7
i=1 χ

q̂A′
i χ

q̂R
i ; . 〈q̂A′ q̂R〉∗ is an estimate of 〈q̂A′ q̂R〉.

15: for i = 1 : c7 do
16: apply two single-shot homodyne detections for quadratures p̂A′ and p̂R simultaneously

on one copy of Ep⊗I (|κ〉〈κ|TMSV);
17: end for
18: 〈p̂A′ p̂R〉∗← 1

c7
∑

c7
i=1 χ

p̂A′
i χ

p̂R
i ; . 〈p̂A′ p̂R〉∗ is an estimate of 〈p̂A′ p̂R〉.

19: W(Ep)
∗← λ+1

g2

[
(λ−4)g2−λ 2−λ

2λg2 − λ+1
g2

(
〈q̂2

A′〉
∗
+ 〈p̂2

A′〉
∗)

+
√

λ+1
g (〈q̂A′ q̂R〉∗−〈p̂A′ p̂R〉∗)

]
. Obtain an estimateW(Ep)

∗ ofW(Ep) in Eq. (7.92).
20: ifW(Ep)

∗ ≥ F̄t + ε then
21: return b = 1;
22: else
23: return b = 0.
24: end if
25: end procedure

Central to our verification protocol, we devise an average-fidelity witness and show that its

mean value can be estimated by the measurement and classical-information processing scheme in

Algorithm 5.

Theorem 16. The observable

λ +1
g2

(
1− g2−λ −1

g2 Sθ ′1⊗ n̂S†
θ ′

)
(7.85)

is an average-fidelity witness for F̄g(E) on E ⊗I (|κ〉〈κ|TMSV).

Henceforth, we use Wamp to denote the average-fidelity witness (7.85). Lemma 12 implies that

the average fidelity of an amplification channel can be estimated by applying quantum memory,

online two-mode squeezing and heterodyne detections as shown in Fig. 7.2. However, this method

is experimentally challenging. Measuring the average-fidelity witness in Theorem 16 provides an

experimentally feasible method.

Proof. From Eq. (7.23), we know

F̄g(E) =
λ +1
g2 tr

[
Sθ ′1⊗Gθ ′S

†
θ ′E ⊗I (|κ〉〈κ|TMSV)

]
. (7.86)
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Plugging in inequality (7.35), we have

∀E , tr
[
WampE ⊗I (|κ〉〈κ|TMSV)

]
≤ F̄g(E), (7.87)

which proves condition (7.7). On the other hand, from Eqs. (7.21) and (7.86), we know that E is

optimal; i.e., F̄g(E) = λ+1
g2 , iff

trA′
[
S†

θ ′E ⊗I (|κ〉〈κ|TMSV)Sθ ′
]
= |0〉F 〈0| . (7.88)

Eq. (7.88) is further equivalent to

tr
[
WampE ⊗I(|r〉〈r|)

]
=

λ +1
g2 , (7.89)

which proves condition (7.6). Thus, we conclude that Wamp is an average-fidelity witness for

F̄g(E).

Next, we show that the expectation value of the average-fidelity witness

Wamp(Ep) := tr
[
WampEp⊗I (|κ〉〈κ|TMSV)

]
(7.90)

is a linear combination of quadrature covariances. From Eq. (7.49) and transformation (7.50), we

have

Wamp =
λ +1
g2

[
1− λ +1

g2 x̂>A′x̂A′+

√
λ +1
g

x̂>RZx̂A′−
1
2
x̂>R x̂R +

g2−λ −1
2g2

]
. (7.91)

Combining Eqs. (7.24) and (7.53) yeilds

Wamp(Ep)=
λ +1
g2

[
(λ −4)g2−λ 2−λ

2λg2 − λ +1
g2

(
〈q̂2

A′〉+ 〈p̂2
A′〉
)
+

√
λ +1
g

(〈q̂A′ q̂R〉−〈p̂A′ p̂R〉)
]
.

(7.92)

Eq. (7.92) implies that the mean value of the average-fidelity witness can be estimated by sampling
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the covariances of the quadrature operators, as shown in Algorithm 5.

Theorem 17. The protocol in Algorithm 5 requires 2c6 +2c7 copies of Ep, where

c6 ∈ O
(

g4σ2
2

ε2 ln(1/(1−δ ))

)
(7.93)

and

c7 ∈ O
(

g6σ2
2

ε2 ln(1/(1−δ ))

)
. (7.94)

Proof. We denote the estimation errors of 〈q̂2
A′〉, 〈p̂2

A′〉, 〈q̂A′ q̂R〉 and 〈p̂A′ p̂R〉 as E1, E2, E11 and

E22. The estimation error betweenW(Ep) andW(Ep)
∗ is bounded by

∣∣W(Ep)−W(Ep)
∗∣∣≤ g2

λ +1
max{‖E1‖ ,‖E2‖}+2

(
g√

λ +1

)3

max{‖E11‖ ,‖E22‖}. (7.95)

To make

P
(∣∣W(Ep)−W(Ep)

∗∣∣≤ ε
)
≥ 1−δ , (7.96)

we suppose each term at the right-hand side of (7.95) is less than ε

2 with probability no less

than
√

1−δ . From Lemma 15, we know that, to make

P
(

g2

λ +1
max{‖E1‖ ,‖E2‖} ≤

ε

2

)
≥
√

1−δ , (7.97)

and

P

(
2
(

g√
λ +1

)3

max{‖E11‖ ,‖E22‖} ≤
ε

2

)
≥
√

1−δ , (7.98)

the verifier needs c6 (7.93) measurements on q̂2
A′ and p̂2

A′ , respectively, and c7 (7.94) measurements

on q̂A′ q̂R and p̂A′ p̂R, respectively.

We have presented the verification protocols of two typical kinds of bosonic channels as exam-

ples of the general framework in Sec. 7.1. Rather than estimating the average fidelity directly, both
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two verification protocols estimate the mean value of an average-fidelity witness, which ascertains

a lower bound the average fidelity. The measurement of the average-fidelity witness requires only

the preparation of two-mode squeezed vacuum states and the application of homodyne detections.

As the measurements on the reference modes can be applied immediately after the preparation of

two-mode squeezed vacuum states, our verification protocols do not require any quantum memory

to remain the entanglement between the channel-output modes and the reference modes. The sam-

ple complexities of both quantum channels and two-mode squeezed vacuum state inputs in both

two protocols are efficient with respect to all specification parameters of the target channels.

7.3 Discussion

We have presented a general verification framework for an optimal quantum channel by unifying

the favourable features of quantum-state verification [11] and quantum-process benchmarking [12].

To develop our quantum-channel-verification framework, standard fidelity witness for quantum

states has been generalized to an average fidelity witness for quantum channels per Definition 10.

Rather than sampling a set of input states, our quantum-channel verification protocols require

only one certain entangled input state and local measurements of an average-fidelity witness. Our

verification protocols satisfy both completeness and soundness conditions per Definition 9, and

hence are reliable quantum-channel verification schemes.

We have presented the applications of our framework for the verification of two types of CPTP

maps: multi-mode Gaussian unitary channels and single-mode amplification channels, both used

widely in CV quantum computing and quantum communication. We devise average-fidelity wit-

nesses for these two types of quantum channels in Theorems 11 and Theorem 16, respectively, by

truncating a thermal-state density operator in Lemma 13 and reformulating the witness in terms

of quadrature operators. Sample complexity for verifying multi-mode Gaussian unitary channels

scales polynomially with respect to the number of modes m, maximum squeezing ‖S‖
∞

and phase-

space displacement ‖d‖. On the other hand, sample complexity to verify single-mode amplifica-
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tion channels scales polynomially with respect to amplification gain g. Sample complexities in

both verification protocols are proportional to 1
ε2 ln(1/(1−δ ))

due to classical sampling error. Our

measurement procedure comprises only local homodyne detections and is much simpler than the

related work [12], as neither online two-mode squeezing nor quantum memories are required.

7.4 Conclusion

We have presented experimentally feasible verification protocols for bosonic channels with poly-

nomially scaling sample complexities. Different from quantum process tomography, our verifica-

tion protocol’s benchmark is average fidelity over an infinite set of gaussian-distributed coherent

states. Our experimental setting uses only two-mode squeezed vacuum states and local homodyne

detections, which are feasible using current technology. Our verification protocols are reliable in

the sense that a deceitful prover fails to cheat a prover and an honest prover typically passes the

prover’s test.

The essential step of our verification protocols is to measure an average-fidelity witness, whose

mean value can distinguish an optimal quantum channel from all other quantum channels, whose

average fidelity is below a certain threshold. We apply our quantum-channel verification frame-

work to verifying both multi-mode Gaussian unitary channels and single-mode amplification chan-

nels. Owing to extensive usage of Gaussian unitary operations, like squeezing, in CV quantum in-

formation processing and the remarkable utilization of amplification channels in quantum commu-

nication [17, 123], our verification protocols are important for testing components in CV quantum

computing and quantum communication.

Our quantum-channel-verification framework can be applied to verify other types of quantum

channels, for example, attenuation channels and optimal quantum cloning machines [28]. Further-

more, our approach can be extended to verify non-Gaussian cubic phase gates [48, 116], which

is essential for universal CV quantum computing, by estimating higher-order quadrature cumu-

lants [75, 40]. Sample complexity, introduced here, can be further reduced by restricting the nature
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of the quantum channel and using statistical techniques, like importance sampling [44, 40]. As

this paper mainly focuses on CV quantum information, verification of linear optical devices for

the significant application of BosonSampling is not studied here; however, verification of linear

optical devices with single-photon inputs is an interesting direction to explore and could be quite

related to our work here.
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Chapter 8

Conclusions

8.1 Summaries

In this thesis, we [121] have developed a protocol for the distribution of quantum information in

spacetime. We have shown that our protocol, under certain revisions, can be applied to different

generalized summoning protocols, implying that our CSS code forms an essential tool for quantum

information processing tasks related to summoning. By noting the fact that, in general case, any

two spacetime regions must share at least one quantum share to accomplish summoning, our CSS

code is the most efficient code for quantum summoning, among all the physically possible codes,

as each pair of spacetime regions share exactly one qubit. Furthermore, we have presented both

the encoding and the decoding circuits for the CSS code and our encoding circuit reduces the gate

complexity compared to the previous best result.

Our results provide further operational interpretation of the distribution of quantum information

in spacetime, as space complexity and gate complexity becomes essential problems when studying

quantum information problems in subtle spacetime structure, like black holes [55, 7, 51]. On

the other hand, our comprehensive investigation of quantum summoning lay the foundation for

physicists to construct quantum communication protocols for relativistic quantum cryptography

purposes.
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For relativistic QSS, we [6] apply a rigid accelerating cavity model to study the effects of

non-inertial motion of localized quantum systems on the fidelity of a QSS protocol. Specifically,

we formulate the noisy evolution of quantum information encoded in a single-mode Fock space

inside an accelerating cavity as a Gaussian lossy channel and calculate how the concatenation

of noisy quantum channels affect the fidelity of QSS. This formulation can be utilized to study

other relativistic quantum communication protocols besides QSS. Our results relax the common

assumption of ignorance of relativistic effects on quantum information processing and provide a

theoretical foundation for relativistic quantum communications.

Finally, we [122] present verification schemes for bosonic quantum channels, the sample com-

plexity of which, scales polynomially in terms of all channel parameters. Essentially, we pro-

pose average-fidelity witness, which yields a tight lower bound of average fidelity. By estimat-

ing average-fidelity witness, our protocol significantly reduces sample complexity compared to

tomography and partial characterization approaches, and also greatly simplifies experimental set-

tings utilizing only two-mode squeezed states and homodyne detections. As both Gaussian unitary

operations and amplifying channels are commonly used in CV quantum computing and quantum

communication, our verification protocols provide an important approach for verification of CV

quantum devices.

8.2 Outlook

In this thesis, I have used fidelity as a figure of merit to quantify the performance of a quantum

channel. From the perspective of quantum communication, it is more interesting to study how rel-

ativistic effects have an influence on the classical capacity and the quantum capacity of a quantum

channel. To investigate how to witness a lower bound of the classical capacity and the quantum

capacity of a quantum channel is quite interesting as well. Both these research directions can be

quite related to what I have done in this thesis.

We have assumed that, in Chapter 7, all the quantum channels are identical and independent,
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but this assumption can be failed due to time-dependent errors in channel preparation and a cheat-

ing prover intending to prepare multiple channels. How to verify a bosonic quantum channel

without this assumption is an interesting open problem. Another essential assumption in our veri-

fication scheme is that all the state preparation and measurements are ideal, which is impossible in

practice. Verification protocols that are robust to SPAM errors [68, 81, 82] will be significant for

benchmarking CV quantum gates.
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